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ABSTRACT

Interplanetary scintillation data collected at Stanford during

the period 1968-1973 are reported. These data were acquired by sending

50 and 423 MHzsignals from Stanford to the sun-orbiting Pioneer 9

spacecraft and then telemetering results back to the earth. For the

first time, the integrated electron contents along the propagation

path were also simultaneously measured. The closest distance of the

propagation path to the sun ranged from O.l to l A.U. Unlike noisy

natural sources such as quasars or pulsars which were used in most

previous experiments, our ground transmitter served as a constant-

magnitude, monochromatic, point source of observation. As a result,

our data are free from someinherent ambiguities contained in the

majority of the previous data.

Experimental apparatus and procedures of data reduction are

described in considerable detail. The so-called thin-screen dif-

fraction model is reviewed and applied to interpret our observations,

leading to several interesting and useful results. The spatial power

spectrum of interplanetary inhomogeneities is found to follow a power-

law variation; the meanand standard deviation of the power-law

exponent are estimated to be 3.5 ± 0.13 and 0.3, respectively. This

result agrees with in situ spacecraft measurementsnear l A.U. In

addition, the magnitude of the temporal spectrum of electron-density

fluctuations deduced from our scintillation data is also consistent

with in situ measurements. Based upon the forms of the observed

scintillation spectra, the existence of a gaussian micro-structure in

the interplanetary medium, as suggested by manyother authors, is
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cpectra are observed. ,Eight solar wind velocities inferred from eight

_uch structures lie between 400 and 500 km/sec.

The radial dependenceof the correlation length of intensity

_luctuations is shown to be compatible with the power law model of

exponent 3.5. The radial dependenceof the scintillation index indi-

cates that the root-mean-square electron-density fluctuation in the

_olar wind is inversely proportional to the square of the heliocentric

cistance from the sun. The wavelength dependence of the correlation

length and that of the scintillation index, nevertheless, remain

unexplained.

The study of the cross-correlation between the integrated electron

content and the scintillation index reveals that not only these two

parameters but also their deviations from meansare approximately

linearly related. This suggests that scintillation observations may

be employed as an efficient meansfor monitoring both the density and

density enhancements in the regions too near the sun to be accessible

to direct measurements.

In cases of very strong scintillations, the form of the observed

scintillation spectra becomesexponential, and the occurrence of these

e_ponential spectra may be caused by the very strong wave scattering

phenomenonrather than genuine changesof the turbulence spectrum forms.
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Chapter I

INTRODUCTION

A. Background and Previous Research

.The rapid fluctuations in received signal strength caused by the

interplanetary plasma inhomogeneities along the propagation path are

termed interplanetary scintillations or IPS. IPS was first dis-

covered by Hewish, Scott, and Wills (1964) during a series of observa-

tions of radio stars, which exhibit random fluctuations of intensity

at 178 MHz, with a time scale of I-2 seconds. Because observations

of IPS provide a valuable and relatively inexpensive means for studying

the interplanetary medium (especially those regions of the medium at

heliocentric distances not yet accessible to direct measurement), they

have since been intensively extended to both lower and higher frequen-

cies over a wide range of solar elongation [see, for example, Cohen

et al. (1967), Antonova and Vitkevich (1967), Little and Hewish (1968),

Cohen and Gundermann (1969), Hewish and Symonds (19_9), Lovelace et al.

(1970), Little (1971), Vitkevich and Vlasov (1972), Zeissig and Lovelace

(1972), Houminer and Hewish (1972), Watanabe and Kakinuma (1972),

Hewish (1972), Rickett (1973), Coles et al. (1974), Rao et al. (1974),

and Marians (1975)].

Like all other inversion problems, in which the characteristics

of the medium are extracted from the characteristics of the received

signal after its transit through the medium, the interpretation of

these IPS data relies completely upon the establishment of an adequate

wave-propagation model. Because electron-density fluctuations, and

therefore refractive-index fluctuations, of the interplanetary plasma

decrease sharply with the radial distance from the sun, most theoret-



ical models adopt for'analytical convenience the so-called thin

phase-changing screen approximation [e.g., Little and Hewish

(1966), Salpeter (1967), Bramley and Young (1967), Jokipii (1970),

Lovelace eta]. (1970), Cronyn (1970), Jokipii and Hollweg (1970),

Cronyn (1972 a, b, c), _latheson and Little (1971), Bourgois

(1972), Rumsey(1975), and Marians (]975)]. In this approximation,

the interplanetary irregularities responsible for IPS are assumed

to be confined to a thin layer (situated at the point of closest

approach of the ray path to the sun) which imposes irregular

phase changes on the incident wave. The randomly phase-modulated

wavefront emerging from the thin layer can be decomposedinto a

number of plane waves travelling in different directions. As the

wavefront passes beyond the thin layer, these plane-wave components

begin to interfere with each other, forming a diffraction pattern

(i.e., a two-dimensional pattern of intensity fluctuations) in

the plane of observation. Because the irregularities and hence

the resultant diffraction pattern are conveyed away from the sun

by the solar wind, the record of intensity fluctuations obtained

at a fixed site may then be visualized as a line scan of the

diffraction pattern along the direction of the solar-wind velocity.

One important theoretical result is worth mentioning here.

Due to the Fresnel filtering effect (Sec. II.A), it is well

known that density fluctuations on the scale muchgreater than

the radius of the first Fresnel zone (~ a few hundred kmat

VHF/UHF)will not contribute IPS. Stated in another way, IPS

can be used to probe only small-scale inhomogeneities in the

solar wind.



Almost all interpretations of IPS data publlshed before 1970

were founded on the assumption that the spatial spectrum of electron-

density fluctuations in the solar wind followed a gaussian form.

Early IPS observations, appearing to be consistent with such an

assumption, led to the following major conclusions:

l •

o

The observed temporal spectra of intensity fluctua-

tions in the weak scintillation regime were often

fairly close to gaussian [Cohen et ai.(1967)].

There existed a micro-structure of electron-density

fluctuations in the solar wind, whose power spectrum

was probably best described by a gaussian function

[Hewish (1971), Buckley (1971), Little (1971), Hewish

(1972)]. The scale size of this micro-structure, which

might be deduced from the width of the observed dif-

fraction pattern, was on the order of a few hundred

km near l A.U. and decreased approximately linearly

with decreasing radial distance from the sun [Little

(1971), Readhead (1971), Hewish (1972)].

The validity of the gaussian-density-spectrum assumption began

to be suspected in 1970 by Lovelace et al. (1970), Jokipii and Hollweg "

(1970), Hollweg (1970), Cronyn (1970), and Jokipii (1970). Lovelace

et al. (1970) p_esented eight observed spectra of intensity fluctua-

tions and demor.__trated that a number of these spectra over the fre-

quency range I-i,3 Hz could be interpreted in terms of a power-law

density spectr_-_. Based upon the fact that the power spectra of

interplanetary _,agnetic-field and plasma-velocity fluctuations near

l A.U. exhibit-z__ a power-law dependence over the frequency range

lO-5 - lO-2 Hz. Coleman (1968), Jokipii and Hollweg (1970), and Hollweg

(1970) suqqes'._c that the density spectrum would also be of the same

3



power-law form if the'ma(_r,etic field was frozen (or locked) into the

turbulent plasma. Buckle'y (1971) agreed that on scales muchgreater

than the proton gyro-rad- _st, variations of proton density (and there-

fore electron density _) _'.-d magnetic field would tend to follow one

another; however, he argped that for length scales less than a few

hundred km, the "frozen _ eld line" concept might start to break down

such that the magnetic-field and plasma-density spectra could uncouple.

The first in situ measure:',ent of proton density spectrum near l A.U.

over the frequency range 10-4 to lO-3 Hz [Intriligator and Wolfe

(1970)] confirmed that tre density spectrum in this frequency range

did have a similar power-_aw behavior as that of magnetic-field and

velocity spectra; nevertr-'.-less, it did not have high enough frequency

resolution* to preclude t-e existence of the gaussian micro-structure

(_ lO0 km) proposed by He_ish (1971), Buckley (1971), and Hewish (1972).

Fortunately, the second and also the last (to date) in situ measurement

of proton density spectr_"_ near l A.U. [Unti et al. (1973)] spanned

the frequency range from 4.8 x lO-3 to 13.3 Hz (corresponding to wave-

numbers from ~ 5 x lO-5 to _ O.l km"l) and thus had enough frequency

resolution to yield infor:;_ation about the small-scale inhomogeneities

t According to Little (1971), the proton gyro-radius increases from
l km at O.l A.U. to -- IO0 km at l A.U.

Because the Debye length is only a few meters, the electron density
spectra should follow proton density spectra out to wave numbers
near l meter-l [Coles et al. (1974)].

Temporal fFequency
km-J by

in Hz is related to spatial wavenumber q in

v 2_

where U is the solar wind velocity in km/sec. For U = 500 km_sec
nea_',.__1 A.U., v = lO -4 - lO -3 Hz corresponds to q = lO -6 - lO -_
I_.111 " .

4



responsible for IPS. Twenty-five out of 32 (~ 8(_%) observed spectra

were found to be interpretable by a single, continuous, three-dimen-

sional, power-law irregularity spectrum, with the exponent of the power

law, denoted by p, equal to an average value of 3.55.

The controversy between gaussian and power-law models seemed to

be temporarily settled after Unti's direct evidence supporting forcibly

the power-law model had been put forward. Many questions, however,

have remained as yet unresolved. For example, both Intriligator

and Wolfe's and Unti's in situ measurements of proton-density spectra
r

covered only regions in the IPM (interplanetary medium) of heliocentric

distances ~ l A.U. from the sun; is the plasma-density spectrum in regions

closer than l A.U. from the sun also describable by a power-law function?

If so, what is the value of the power-law exponent p in these regions?

Does it vary systematically with the radial distance from the sun?

The answers to the above questions are certainly important because

they would help not only in understanding the turbulence structure of

the interplanetary plasma but also in determining what energy transport

processes cause the turbulence. As most regions of the IPM will remain

inaccessible to direct spacecraft measurements in the foreseeable future

and since IPS will continue to be one of the major methods to probe the

IPM for some time to come, it has become desirable to check if one can

reconcile IPS observations with in situ measurements (so that the merits

of the IPS method may be reevaluated). For this purpose, Table l.l sum-

marizes all six published values of the power-law exponent pt obtained

t In deriving these values of p, Cronyn's (1970) theoretical results

had been invoked. Briefly speaking, his results state that if the

three-dimensional, spatial power spectrum of density fluctuations is

power law with index p, then the temporal power spectra of (1)

density fl,-ct,-ations seen hy a space probe and (2) intensity scintil-
lations observed at a single site will also be power law with exponent
p - 2 and p - I, respectively.
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by these two different methods. Note that quasar_s, which are extended,

noisy radio stars at an essentially infinite distance (say ~lO 9 light

years) from the earth, were invariably used as sources in all three

listed IPS observations. While the three values of p (3.2, 3.3, 3.55)

deduced from in situ measurements are in good accord with one another,

the other three values of p (4-5, 2.4, 2.6) acquired from IPS observa'

tions appear to be either too large (4-5) or too small (2.4, 2.6).

Although the rather large value of p (4-5) found by Lovelace et al.

(1970) may be attributed to the finite source-diameter effect t (Sec. II.

I), it is not in_nediately clear why the two values of p (2.4 and 2.6)

secured by Houminer (1973) and Coles et al. (1974), corrected for the

source-diameter effect, are significantly smaller than those resulting

from in situ measurements. Coles et al. (1974), during an attempt to com-

pare their spectra with other published IPS spectra, have admitted that

the source structures (of quasars) at low radio frequencies are so uncer-

tain that corrections of source-diameter effects cannot be confidently

applied to other published IPS spectra. If this is true, then the accuracy

and reliability of many published IPS data (including spectral forms, spec-

tral exponents, spectral widths, and temporal widths of the diffraction

pattern) are limited to this uncertainty factor, and the use of man-made

point source for IPS observations will be preferable to that of quasars

or pulsars

t Radio sources having a finite angular size 0o (_ l arc sec for

quasars) may blur (or smooth out) the fine structures [namely,

structures of sizes smaller than ~zO 0, z (- l A.U.) being the
distance from the earth to the thin screen] of the diffraction

pattern, thereby attenuating the high-frequency components of the

scintillation spectra and giving rise to a much steeper power law.

_Although pulsars have very small intrinsic size (_ lO-6 arc sec) and

may be regarded as point sources, the pulsed and erratic nature of
_L- -.J'._:^. l-r^_._ _.A I n,,al:r(= IQ79) _nH fh: ,,nrprtaintv nf

the effects of interstellar scattering are the difficulties associ-

ated with using pulsars as sources of IPS observations.

7



B. Advantages of Present Experiment

During superior conjunction (March 27 - April 7, 1966) of the

Mariner 4 spacecraft to the sun, the bandwidth broadening of the 2295

MHz CW transmissions from Mariner 4 to earth was observed [Goldstein

et al (1967)]. Yakovlev and Yefimov (1971) obtained the distance

dependence of radio wave fluctuations at lO00 MHz as the Venera 7

spacecraft was flying along the line Earth-Venus. Except for these

two cases, all published IPS data so far have been based almost entirely

on observations of either quasars or pulsars, whose disadvantages

were just pointed out in the last paragraph of the previous section.

By sending 49.8 and 423.3 MHz signals simultaneously from Stanford to

the sun-orbiting Pioneer 9 spacecraft, digitizing the received signal

strength, and then telemetering back to the earth via the spacecraft

S-band telemetry system, we have obtained, from 1968 to 1973, 77 usable

sets of IPS data over a wide range of solar elongations: O.l-I A.U.

A typical set of IPS data for each frequency contains a total of

_l,O00 digital samples over a duration of ~30 seconds. The sampling

rate 36.6 samples/sec, which corresponds to the Nyquist frequency 18.3

Hz, appears to be sufficient in comparison with the lO Hz bandwidth

of the pre-sampling low-pass filter. The quantization noise introduced

during encoding each spacecraft-received signal strength into a 6-bit

code word (i.e., into one of the 26 --64 discrete levels) for telem-

etry is a nonlinear function of the received signal strength and is

more severe when the received signal strength is weaker.

The greatest advantage of the present experiment over the previous

ones is, of course, the use of a man-made, constant-amplitude, mono-

chromatic, point source at a known distance within the IPM; consequently,

our sclntillatlon ua_-_aare sure _u u= free from such uncertain factors



as source-diameter effects, interstellar scattering, or erratic radia-

tion from natural sources. In addition, the integrated electron content

along the propagation path has, for the first time, been simultaneously

measured. Comparing these electron-content'data with the simultaneously

acquired IPS data, therefore, provides a unique opportunity to studythe

correlation between the electron content and the IPS phenomenon.

C. Organization

Chapter II reviews IPS theories and other theoretical results rele-

vant to our experiment. The concept of the "thin phase-diffraction

screen" approximation is introduced, and different (mainly gaussian

and power-law) models for the spatial power spectrum of electron-

density fluctuations are considered, leading to different explicit

formulae for scintillation parameters, including (1) scintillation

spectrum, (2) width of the scintillation pattern, and (3) scintilla-

tion index. Finally, possible effects of the finite source-diameter

on both the slope of the scintillation spectrum and the magnitude of

the scintillation index are discussed.

Chapter Ill is primarily a description of the geometry and appara-

tus of the IPS experiment. Instrumental parameters and limitations

pertinent to the experiment are included. Because the Stanford PLL

(phase-locked loop) receiver on board the spacecraft actually measures

SNR (signal-to-noise power ratio) instead of signal power, the calcula-

tion of the total received noise temperature, which is essential to

the extraction of the signal power from the SNR, is included. Also

touched upon is the basic operational principle of the electron con-

tent measurement. This whole chapter except Sec. A may be skipped by



The procedures cwfdata reduction are detailed in Chapter IV. The

first step is to clean up the received IPS data, which is contaminated

with receiving antenna and received noise patterns. After data clean-

up, scintillation parameters (such as the autocorrelation function and

power spectrum of intensity fluctuations and the scintillation index)

are then computed. During the calculation of the autocorrelation func-

tion and power spectrum, the FFT (fast Fourier transform) algorithm is

employed to save the computational time. For obtaining a physically

meaningful estimate of the power spectrum, the procedures of the so-

called Blackman and Tukey method (1958) are followed. Finally, the

logic of an important computer program, devised to determine which of

the three models (namely, power-law, guassian, and exponential) fits

best our observed power spectra, is thoroughly described.

Chapter V is devoted to results and interpretations. Detailed

comparisons between existing theories and measureddata are made. The

last chapter, Chapter Vl, presents conclusions together with recommen-

dations for future research. Several topics of secondary importance

are treated in appendices.

D. Contributions to Knowledge

Processing and analysis of these unique, dual-frequency, IPS data

acquired from a man-made point source at VHF/UHF have yielded many

valuable contributions to knowledge:

(1) The spatial power spectrum of small-scale (~50 to

500 km) interplanetary electron-density fluctuations,

over the range O.l-I A.U. from the sun, is found to

follow a power-law variation; the mean and standard

deviation of the power-law exponent are estimated to

be 3.5 -+0.13 and 0.3, respectively. This result is

in ........ _ ..-_L -_ _:_. _ ts i A U_,_,,,_,,_ _,_,, ,. _,_u m_dsuremen , near . .
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(cf. Table I.I); it further implies that the micro-

structures of the solar wind turbulence within O.l-

l A.U. from the sun could be generated by the same

plasma process, a process that is capable of producing

power-law turbulence.

(2) In cases of very strong scintillations, the form of

the observed scintillation spectra becomes exponen-

tial rather than power-law; the very strong wave

scattering phenomenon may be responsible for the

occurrence of these exponential spectra.

(3) Based upon the forms of the observed scintillation

spectra, the existence of a gaussian micro-structure

in the IPM, as suggested by Hewish (1971),,Buckley

(1971), Hewish (1972), and Rao et al. (1974), is shown

to be precluded.

(4) In addition to the power-law exponent p, the mag-

nitude of the temporal spectrum of electron-density

fluctuations inferred from our scintillation data is

also found to agree with that measured by the OGO-5

satellite [Unti et al. (1973)], proving further the

usefulness of the IPS technique in yielding definite

information on the interplanetary turbulence spectrum.

(5) For the first time the turnover behavior of rw vs

p is being experimentally reported, where rw is

the correlation length of intensity fluctuations and

p is the proximate distance _ of the radio path to

the sun. The increase of rw with p (rw _ p2.2)

in the strong scintillation regime [which had been

misinterpreted as the manifestation of the increase

of the interplanetary irregularity sizes by Cohen and

Gundermann (1969), Hewish and Symonds (1969), Little

(1971), Readhead (1971), Lotova and Chashey (1972),

t
The proximate distance of the radio path can be briefly defined as

the closest distance from the radio path to the sun° Further dis-

cussions of this definition may be found in Sec. III.A.

II



and Hewish _972)] is found to be ascribable to

the effects of strong scattering from power-law

irregularities, whereas the decrease of r w with
p in the weak scintillation regime is interpreted as
caused by the decrease of theradius of the first

Fresnel zone.

(6) In contrast to most results of the scintillation index

m obtained by using quasars as sources [see, for

example, Cohenet al. (1967), Cohenand Gundermann

(1969), Hewish and Burnell (1970), Rickett (1973),

and Marians (1975)], no systematic turnover of m

with decreasing p is observed for our point-source

IPS data. This confirms, at least partly, the conjec-
ture that the turnover of m is due to the finite
source-diameter effect.

(7) The scintillation index m in the weak scintillation

regime varies with the proximate distance p as
-I.5

m = p , implying that the radial dependenceof
the rms (root-mean-square) electron density fluctua-

tion in the IPM follows approximately an inverse-
square law.

(8) The integrated electron content I along the propaga-

tion path is found to be directly proportional to the

scintillation index m in the weak scintillation

regime; furthermore, the deviations of I and m

from their meansare seen to be strongly correlated,

suggesting that IPS observations may be utilized as an

efficient meansfor monitoring both the density and
density enhancements in the IPM.

12



Chapter I I

THEOR_

A. Thin Phase-Diffraction Screen Model

Consider a radio ray passing close to the sun. Since the density

and the density fluctuations of the interplanetary plasma fall off

quite rapidly with radial distance from the sun, most of the scatter-

ing takes place within a thin plasma slab near the sun. In cases of

practical interest, absorption is negligible. If the plasma slab is

sufficiently thin, the wavefront on emergence from the slab is modulated

in phase only, and the subsequent propagation in the medium beyond can

be treated as a phase-screen diffraction problem in the free space.

(If the plasma slab is thick, diffraction inside the slab cannot be

neglected and the emerging wavefront will be modulated in both amplitude

and phase.)

This has led to the idea of an equivalent thin phase-diffraction

screen model [Salpeter (1967)]. In this model, the turbulent inter-

planetary plasma along the line-of-sight is first replaced by a thin

plasma slab of thickness L with its center located at the point of

closest approach to the sun. Fig. 2.1 illustrates the simplified

geometry, where U is the solar wind velocity assumed to be in the

x-direction, p is the proximate distance to the sun of the source-

observer trajectory, and z is the distance from the exit plane of

the plasma slab to the observer's plane. Consider a monochromatic

plane wave propagating in the z-direction. Diffraction and refraction

within the plasma slab may be neglected if L is small enough such

that the total linear deviation of a ray at the exit plane of the

slab is much less than the transverse correlation length of the

13
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irregularities [Salpeter (1969), Lovelace (1970), Cronyn (1970)].

Accepting this approximation, the emergent ray (after traversing

through the slab) has suffered no variation but a phase retardation

given by

LI2

¢(x,y) =_i

-L/2

_(x,y,z)dz (2.1)

where re X2N(x
= index of refraction = l - _-_ ,y,z)

for the high-frequency approximation and

re = classical electron radius

= radio wavelength

N = electron density

Let A¢(x,y) : _(x,y) - <¢(x,y)_ (2.2)

where < _ denotes spatial average. Then according to (2.1) and (2.2),

L/2

A¢(x,y) = -rex S

-L/2

_(x,y,z)dz

AN(x,y,z) = N(x,y,z) - <N(x,y,z)) (2.3)

Assuming that AN (and hence a¢) is a spatially stationary random

process, we get

q_o2A¢(x,y) = <Aq_(x',y')Aqb(x' + x,y' + y))

LI2
.p fF

= (re_Noj- JJ

-L/2

antX,Y,Z - z )dz dz'

15
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where

If L is much greater than the correlation length of

direction, we see from Appendix A that

¢o = r.m.s, phase deviation

A = normalized autocorrelation function of phase fluctuations;

A(O,O) : l

No = r.m.s, electron density deviation

A = normalized autocorrelation function of electron density

n fluctuations; An(O,O,O ) = l

An in the z-

¢o2A¢(x,y) : L(re_No)2/

_0o

An(X,y,z)o dz (2.5)

Define the two-dimensional spatial spectrum of phase fluctuations as

F¢(qx,qy ) _ l ff i(qxx + qyy)
(2_)_- e qbo2A@(x,y) dx dy

(2.6)

and the three-dimensional spatial spectrum of electron density fluctua-

tions as

1

Fn(qx,qy,qz) - (2_) 3
/ff i(qxX + qyY + qzZ)No2A ne (x,y,z) dx dy dz

(2.7)

where qx' qy' and qz are spatial frequencies in x, y, and z direc-

tions respectively. Fourier-transforming both sides of Eq. (2.5) •gives

[cf. Tatarski (1961), Eq. (6.34)]

Fqb(qx,qy) = 2_L(re_N0)2Fn(qx,qy,qz = O)
(2.8)

16



This implies that the thin plasma slab can fUrther be replaced by

a randomphase screen at the exit plane of the slab and that the spatial

spectrum of the phase screen is proportional to Fn(qx,qy,O). Notice

that qz = 0 corresponds to the integration of the irregularities along

the z-direction as seen from (2.5). For conceptional convenience, the

randomly corrugated wavefront can be thought of as composed of a number

of plane waves propagating in various directions. As the wave travels

away from the screen, amplitude (and hence its square, intensity) fluc-

tuations are then built up by the interference of these plane-wave com-

ponents.

Let I(x,y) be the received intensity (or power) in the observer's

plane, which is parallel to the screen but at a distance z from it.

The normalized spatial autocorrelation function of I(x,y) is defined by

Ai(x,y ) : <I(x',y'}I(x' + x,y' +y)} - <I(x',y')) 2
<l(x',y')> 2

(2.9)

and its Fourier transform

.ff i(qxX+ qyy)Fl(qx,qy ) _ l AI(X,y)e dx dy (2.10)
(2_) 2 .=

is termed the "spatial spectrum of intensity fluctuations." If z >>

outer scale of A@ >> inner scale of A@ >> _, then the wave field may

be deemed a scalar and the Fresnel approximations to the Huygen-Fresnel

principle applies. Furthermore, if the scattering is weak, there is a

simple relation between Fi(qx,qy) and F@(qx,qy) [Bowhill (1961),

Budden (1965), Salpeter (1967), Lovelace (1970), Cronyn (1972b, c)]:

_z
Fi(qx,qy) = 4 sin 2 [T_ (qx 2 + qy2)] F¢(qx,qy ) (2.11)

17



A sufficient conditio_ for the validity of weak-scattering limit is that
2 2

_o << I. For ¢o >> l, Jokipii (1970) has shown that (2.11) may

still hold provided that (1) the contribution to qbo from irregularities

of size _ and smaller is much less than unity and (2) F@(qx,qy) is

Jq LCu
2

qy2 > _ Combination of (2.8) and (2 ll)negligible for x + _z "

Ieads to

FI(qx,qy ) = 8_L(_re)2 sin 2 Lz +[___ (qx2 qy2)] F (qx,qy,O) (2.12)

which has been much used in discussing interplanetary scintillations

[Lovelace et al. (1970), Cronyn (1970, 1972b), Matheson and Little (1971)]

and ionospheric scintillations [Rufenach (1972), Singleton (1974)].

It is well known that the propagation phenomenon between parallel

planes acts as a linear dispersive spatial filter [Goodman (1968)].

Therefore the 4 sin 2 },z (qx 2 qy2), [_-_ + ] factor in (2.11) and (2.12),

which accounts for the propagation effects in the Fresnel diffraction

region, is often referred to as the Fresnel filtering function and

designated by

_z (qx 2 qy2)]•_f= 4 sin 2 [T_ + (2.13)

Defining q =Jqx 2 + qy2 (2.14)

qf = Fresnel spatial frequency =_ (2.15)

Eq. (2.13) can be rewritten as

.Y : 4 sin (q/qr)2 = _I4(q/qf)4

2

q < qf

q>qf

(2.16)

18
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Inserting (2.16) in (2.12),

Fl(qx,qy) = 2_L(_re)2_Fn(qx,qy,O ) (2.17)

{ 8_L (_re)2(q/qf) 4Fn (qx,qy,O),: (2.18)

4_L (Are) 2Fn (qx'qy'O)'

q<qf

q>qf

For q > qf, Fl(qx,qy)_ has the same form as Fn(qx,qv,O)._ For q < qf

2_

: _ , ._f imposes fourth-power filtering on Fn(qx,qy,O). Thereforev_

one would not expect to see significant intensity fluctuations caused by

irregularities larger than _ (i.e., spatial frequency smaller than qf).

In all the previous derivations it has been assumed that the source

is a point source at infinity; i.e., the incident wave is a uniform plane

wave. It can be easily shown [e.g., Bowhill (1961)], however, that all

the above results can be extended to apply to a point source at a finite

distance by redefining z as

I__: I_1_+ ! (2.19)
Z Z s Z o

where zs and zU are the source-to-screen distance and the observer-to-

screen distance, respectively. For this statement to hold, the cone

angle of diffraction must be small so that paraxial approximation

[Goodman (1968)] can be used. This condition is usually well satisfied

in IPS studies.

B. Temporal Spectrum of Intensity Fluctuations

In principle, Ai(x,y) (the two-dimensional spatial autocorrelation

function of intensity fluctuations) and hence its Fourier transform

Fi(qx,qy) can be determined directly by a suitable antenna array. How-

19



ever, with a single antenna at x = y : 0, only the temporal autocor-

relation function of the intensity fluctuations is measured:

AI(T) = l(t)l(t+T) - I--T_2 (2.20)

where T is the time lag. For T _ 2 sec [Coles et al. (1974)] and

reasonably small elongation of source, it is a fairly good approximation

to assumethat the solar wind is frozen and moving along the x-direction

with speed U. In this case, a single antenna scans a narrow line

across the two-dimensional diffraction pattern, and AI(T) is readily

related to Ai(x,y) by

AI(T) = AI(X = UT , y = 0) (2.21)

Thus putting x = UT (2.22)

and qx = 2_/U (2.23)

we have

oo

_ 1 f 27rX)TFI(_) - _-_ Al(T)ei aT

co

f iqxX
1

Ai(x,y = 0)e2_U
_co

dx

oo

l

= _ / Fl(qxqy) dqy

_oO

(2.24)

Substituting (2.12) into (2.24) results in

FI(U ) - 12/8_L(kre n2 + qy2)1 Fn(qx,qy,0)-U si I_-_ (qx2 dqy

_oo

(2.25)
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which is a general expression applicable to all types of irregularities.

However, to proceed further with (2.25), it has now becomenecessary to

specify the form of Fn(qx,qy,O ).

C. Gaussian Spectrum of Electron Density Fluctuations

Almost all the IPS studies published before 1970 assume that

Fn(qx,qy,q z) is gaussian [e.g., Cohen et al. (1967)]; namely,

Fn(qx,qy,q z) = KN exp (qx2 + n2qy 2 + _2qz2) ]

ro, nr o, and _r o being the characteristic sizes of irregularities

in the x, y, and z directions, respectively. Substitution of the

above equation into (2.25) gives

FI(_) K o_C sin 2 },z ro2= T_ (qx2 + exp T (qx2 + dqy

where

(2.26)

16_L(_re)2

K - U KN (2.27)

If irregularities are highly elongated in the y-direction, n >> I.

The integrand in (2.26) decreases rapidly as qy increases beyond qx/n.

As a result, only the values of qy which are small compared with qx

contribute significantly to the integral, and the sin 2 term can be

approximated by

[_z 2 I n2 _z 2sin2 T_ (qx 2 + qy ) : si (T_qx) ; qy << qx (2.28)

with the aid of (2.28) and (2.23), (2.26) reduces to [see also Singleton

(1974)]
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[K______sin 2 _z ( ) exp - ; n >> 1 (2.29)
FI(V ) : ru n

Therefore, the intensity spectrum will display a sequence of zeros (also

minima) at v = O, U/v"_-i, vr2-U/V_-_,,/3U/_V_z, caused by the modulation

of the sin 2 term. Since this fine oscillating structure is originated

from the Fresnel filtering function in the spatial frequency domain, it

is frequently called the "Fresnel structure." If z [defined by (2.19)]

is known, then the solar wind speed U can be readily deduced from the

position of the zeros of FI(_).

At the other extreme, if irregularities are highly elongated in the

I

x-direction (i.e., n << l), then only qy s which are much greater

than qx contribute significantly to the integral in (2.28). The sin 2

term in (2.28) is hence dominated by qy, and FI(V) can be approxi-

mated by

2

[cr° ;}Ssi°2e.o(T 2qy')FI(_) K exp _ u 4-_ _Iy2 r°= - - dqy
(2.30)

[2r n
0

; n << 1 (2.31)

a result which is similar to (2.29) except for the disappearance of the

"Fresnel structure."

Up to this point we have been dealing exclusively with the two

limiting cases, n >> 1 and n << I. Now we wish to derive a general

and explicit expression of Fl(V) for any value of n. Introducing

(2.23) into (2.26) and applying the identity

°
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_ 4"1

( 1 1• 2 _z

sln T_ + _-_ : I/2 - I/2 cos t_-_ qy + U2

Ieads to

FI(_) = _ exp [- o l (_ _z_l- cos _/÷ /I

ex'[-(C ".
With the help of a standard table of integration t, we obtain

(2.32)

(2.33)

and

2

s (r02oy2)
o exp T dqy =

2

(_z 2_zv 2) ( ro 2)cos _ qy2 + U2 exp - T n2qy dqy
0

(2.34)

Jl + 4[>,z/(_ro2n2)] 2

/_-/(ron) [2_,zv 2 -1

: COS [ _-_ + I'2 tan /_ 2_, _l7Tr-_2n2)J (2-359)

Substitution of these two equations into (2.33) brings out the desired

explicit formula [see also Bourgois (1972)]:

Fl(V) = 2ron exp - 1 - _ e cos 2_}'zv2 + (2.36)

where 8 is defined by

e - tan -I { 2},z ._

_lTro2rl 2/
(2.37)

T See, for example, p. 485 of Tables of Integrals, Series and Products

by Gradshteyn and Ryzhik (1965).
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Before examinin_the implications of (2.36), let us check it by

considering the two extreme cases discussed previously. As n _ _,

B ÷ 0 and cos e _ I. Therefore (2.36) becomes

Fl(V ) : _exp l -

= r_Sin 2 I_z(_)2]exp I- (_TU°------_v;] ;
n ÷ _ (2.38)

which is identical with (2.29). On the other hand, if q _ O, then

_r

O -,-_ and cos 0 -,- O. Hence (2.36) can be simplified to

; q + 0 (2.39)

which is indeed (2.31), as expected.

Inspection of (2.36) leads us to three simple yet important con-

clusions about Fi(v) under the conditions of gaussian irregularities

and weak scattering: [Recall that these two were the conditions

invoked during the derivation of (2.36).]

I. For any value of q, FI(_) always has an envelope

proportional to exp [-(_r v/U) 2] in the frequency
0

range v > vf, vf being the Fresnel frequency

defined by vf = U/_.

2. A small value of n corresponds to a small contrast

in the Fresnel structure, and vice versa.

3. While v decreases, the location of the nth minimum

of the Fresnel structure shifts from V_ vf (n -_ _)

to /n-- I/8 vf (rl-* 0), with n = I, 2, 3, etc.

A few remarks relating to these conclusions are necessary. In the
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of thumb to determine whether the autocorrelatio_ function of the

irregularities is gaussian or not. If the autocorrelation function

of the irregularities is gaussian, the observed envelope of Fl(V)

must also be gaussian for v > vf. Furthermore, according to the

second conclusion, the anisotropy ratio n of irregularities may be

inferred from the contrast of the Fresnel structure. Finally, unless

the frequency resolution bandwidth _ of Fl(V) is smaller than about

0.06 vf, the slight shifting of the locations of minima mentioned

in the third conclusion is normally undetectable.

D. Power-Law Electron Density Spectrum

Instead of adopting the gaussian model just discussed in the last

section, a number of papers have recently suggested that Fn(q), the

spatial spectrum of interplanetary electron density fluctuations, may

be characterized better by a power law. Among them are Jokipii and

Hollweg (1970), Lovelace et al. (1970), Cronyn (1972c), and Coles et

al. (1974). Strong support of this viewpoint comes from in-situ

measurements of Fp(q), the interplanetary proton density spectrum,

near the earth [Intriligator and Wolfe (1970), Unti et al. (1973)].

These measurements indicate that Fp(q) can be well represented by

a power law. Since the Debye length in the solar wind is of the order

of only a few meters, Fn(q) should follow the same power law as

Fp(q) does for q S I0 km-I. In addition to this evidence,.power

laws are also the spectral forms generally predicted by inertial-

Exact determination of Fl(V) would require an infinitely long
piece of data, which is physically impossible. In practice,
Fl(V) can only be approximately estimated from a finite string
of data. Fl(V) thus secured has a nonzero frequency resolution
bandwidth. The calculation of this resolution bandwidth can be
found in Appendix G.
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range theories of hyd_omagnetic turbulence [for example, Kraichnan

(1965)].

If the three-dimensional power spectrum Fn(q) of electron-

density fluctuations is a power law spectrum, then if may take the

following form:

(qx 2 n2qy _2qz 2_ < q < 2_Fn(q ) = KN + 2 + 2) ; L--_ _-_ (2.40)

where n and = ellipiticities of irregularities along the

y- and z-axis directions with respect to

the x-axis direction

p = power-law exponent of Fn(q)

outer scale of turbulence (i.e., the size ofo

the largest inhomogeneous eddies in the solar

wind)

inner scale of turbulence (i.e., the size ofo

the smallest inhomogeneous eddies in the solar

Wind)

Physically, L° is the eddy size at which energy enters into the tur-

bulence. As suggested by Coleman (1968), the energy available to feed

the solar wind turbulence is probably originiated from the differential

motion of the interplanetary plasma streams. Such energy is then

cascaded through to eddies of smaller size until the smallest size

_0 of the eddies is reached, where all the energy is dissipated

[possibly by proton cyclotron damping--see, again, Coleman (1968)].

Incorporating (2.40) into (2.25) and using a similar argument

to that outlined between Eqs. (2.27) and (2.30) in the previous

section, it can be derived that
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Fi(v) = K' sin 2. v-(p-l) ; v > vf
U

(2.41)

for y-axis elongated (q >> l) irregularities and

K' -(p-l)
FI(v) :-_-v ; v > vf (2.42)

for x-axis elongated (n << l) irregularities, where

K' = KN

3

uP.2 L(_re)2 81T_" F(P-_)

n (2_)p-I F(p)

and F( ) denotes the gamma function. For the case of isotropic

irregularities (n = l), results obtained from numerical integra-

tion of (2.25) [see Fig. I of Lovelace et al. (1970) and also Figs.

5 and 6 of Marians (1975)] indicate that Fi(v), in addition to

having an envelope proportional to v-(p-l), also displays a small-

contrast Fresnel structure, namely, a sequence of "shallow" minima

[in comparison with the deep minima or zeros in (2.41)] at v : Vl,

vr2vl, V-3vl, . ., where

_v_ u

Vl - vf _ (2.43)

In summary, if Fn(q) is power-law with exponent p, then no

matter what value the ellipticity n takes, the envelope of the

temporal spectrum Fi(v) of intensity fluctuations in the weak scat-

tering regime is also power-law, but with exponent (p-l). (i.e.,

the spectral index of FI(V) is lower than that of Fn(q) by l).

Rumsey (1975) and Marians (1975) have shown that this statement
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essentially still holdS--at least for the nearly isotropic cases

(n = l)--even in the strong scattering regime.

El Exponential Spectrum of Electron Density Fluctuations

If Fn(q) is exponential rather than gaussian or power-law, then

it may be expressed as

Fn(q) : KN exp [-ro(lqxl + nlqyl + _lqzl)] r(2.44)

Substituting (2.44) into (2.25) and making use of (2.23) results in

(_;0_)FI(v) = K exp - - /exo_o_,sin2[_lqx2+qy2,]dqy
(2.45)

where
16_L(_re)2

K = U KN (2.46)

Following the same argument as that outlined between Eqs. (2.27) and

(2.30) in Sec. C, one can derive that for q >> l,

Fl(V) = K exp (- 2_r _zU°_).sin 2 (T_qx 2) exp (-ronqy) dqy (2.47)

[ _] (,_r_)= K sin 2 _T_z( ) exp - u
ron U

(2.48)

and for n << I,

Fi(v) : K exp

oo

2_rov >,z 2

0
exp (-ronqy) dqy

(2.49)

2_roV)K exp -
2ro_ _ ,

(2.50)
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In general, if Fn(q) is exponential, then for any value of

envelope of Fi(v ) is also exponential.

n the

F. Lo�ic of Irreqularit_-FormTests

One essential qualitative point emerging from the results of the

previous three sections is that if the irregularity spectrum Fn(q)

is gaussian, power-law, or exponential, then FI(_), the temporal

spectrum of intensity fluctuations, always possesses the same form as

Fn(q) does. Symbolically,

Fl(V) =

v-(P-l)

exp (-Av),

exp (-By 2) ,

if Fn(q) is power-law with exponent p

if Fn(q) is exponential

if Fn is gaussian (2.51)

where A and B are just two numerical constants. Taking common log-

arithms of both sides of (2.51) leads to an even more useful expression

-(p-l)1og(v), if Fn(q)
I0 log [Fi(v)] = -kv , if Fn(q)

-By 2 , if Fn(a )

is power law with exponent p

is exponential

is gaussian (2.52)

Therefore, if lO log [Fi(v)] [i.e., Fi(v ) in dB] is plotted versus

log (v), v, and v2, then it will appear as a straight line in one

of the three plots provided that the assumed form of Fn(q) associated

with that plot is correct. It should be emphasized that this is also

the basic logic that will be used later in Sec. IV.D for devising a

computer program to perform irregularity-form tests.

Since the results of these test (which will be presented in Sec.

V.A) support the power-law model, except for the case of "very"

st,,nu . _ ......... bea_ libl I IOblUII III Wlllbll _11_ _ApUIl_ll_ldl IIIUU_I d_dr'3 LU
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more appropriate, onl_ the power-law model--especially the isotropic

case Fn(q) = q-P for simplicity--will be discussed in the remaining

sections of this chapter.

G. Correlation Length of Intensity Fluctuations

Consider the case Fn(q) = q'P. As pointed out earlier in Sec.

II.B during the discussion of Eq. (218), irregularities much larger

than CX_ (i.e. q << 2_ 4
, /-_= qf) are strongly suppressed by the q

dependence of the Fresnel filtering. Conversely, irregularities much

2_

smaller than _ (-_- << _V_-i) are less important because of the fall-

off of Fn(q) with decreasing irregularity size (increasing q).

Hence irregularities of size ~ ¢_ are expected to contribute most

significantly to intensity fluctuations. It follows from (2.17) that

the resultant two-dimensional spectrum Fi(qx,qy) of intensity fluc-

tuations will be dominated by wave numbers in the vicinity of q ~

2_____• and the autocorrelation function Ai(x,y) of intensity fluc-
/_z

tuations, which is equal to the inverse Fourier transform of Fi(qx,qy),

will have width on the order of _V_-zz.

Physically, the above argument can be understood as follows. Con-

sider a plane wave incident on an irregularity of size _ >> v_, z

being the distance from the observer's plane to the irregularity. For

a given observer in the observer's plane, there are many Fresnel zones

across the irregularity of dimension £; consequently, the contribu-

tions of intensity fluctuations from different Fresnel zones of the

irregularity, because of destructive phase differences, tend to can-

cel one another. For this reason, irregularities of size _ >> V_z

do not cause significant intensity fluctuations. On the other hand,

irregularities of size << _ impose much smaller amounts of phase
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fluctuations upon the incident wave, and hence contribute much less

intensity fluctuations in the observer's plane, than irregularities

of size ~ _v_-i. Qualitatively, insofar as intensity fluctuations

are concerned, the randommediumcan therefore be regarded as con-

sisting of irregularities predominantly of size ~ XV_-z. The dif-

fracted wave, which contribute most intensity fluctuations in the

observer's plane, is then confined within a conical sector of angle

~ _/_. At a distance z from irregularities (where the observer's

plane is situated), the diffracted wave has a spread of ~ _z/_V_z= _v_z.

Consequently, the received intensity fluctuations at two points in the

observer's plane separated by distance greater than _ will not be

correlated (because they comefrom different and hence uncorrelated

irregularities); i.e., the correlation length of intensity fluctuations

in the observer's plane is on the order of ~ v_.

Various definitions are available for the correlation length of

intensity fluctuations [Cohen and Gundermann (1969), Lovelace (1970),

Lovelace et al. (1970), Matheson and Little (1971), Rufenach (1972),

Houminer (1973), Rickett (1973)]--either based on the width of FI(_)

(temporal intensity spectrum) or on that of Ai(t), the normalized

temporal autocorrelation function of intensity fluctuations. Here,

we define the temporal width tw of Ai(t) as the time at which

AI(t ) drops to I/2 of its maximum value

Ai(t=tw) = 1 max [Ai(t)] = 1 AI(O ) (2.53)

and the correlation length rw of intensity fluctuations as

rw = tw • U (2.54)
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U being the solar winedvelocity. For Fn(q) _ q-P and _ < ,/_ <
0

L o [4 and L are inner and outer scales of turbulence defined in
0 0

(2.40)], Jokipii and Hollweg (1970) have derived the result that r
w

in the weak scintillation regime is of the order of _z/2-_ :

rw= 0 I _2_z2 ) (2.55)

Note that this result is also what one would expect based on the dis-

cussions presented earlier in this section.

H. Scintillation Index

The scintillation index m, which is a measure of the degree of

scintillations, is defined as the normalized standard deviation of the

intensity fluctuations:

m-/<12>-<I 2

where <> denotes the time average. Expressed in terms of

we have

(2.56)

co

m2 = / FI(_) d_

_oo

(2.57)

Substituting Fn(q) = KNq-P into (2.25) and carrying out the integra-

tion of (2.57) leads to [Lovelace et al. (1970), Hollweg and Jokipii

(1972)]

p-2 p+2

m _ V_ z 4 >, 4 (2.58)
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As mentioned by Cohen et al. (1967), m is a somewhat erratic

quantity. It can change afactor of 2 in one day, although it hardly

ever changes more than 20 percent in 2 hours. Based on our dual-fre-

quency scintillation data, m as a function of the closest distance

from the sun to the ray path will be found, and the validity of the

wavelength dependence given by (2.58)

will also be tested.

I. Effects of Finite. Angular Size of Source

Radio sources having a finite angular size may blur the fine

structure in the diffraction pattern and therefore attenuate high

frequencies in FI(_). This can explain why FI(_) derived from

radio source observations [Lovelace et al. (1970)] usually has a

steeper slope than our point source data (their 3.4 comparing with

our 2.5). Mathematically, if the effective thickness of the medium

is small compared with z, then the intensity I(r), due to a point

source at a small angle e to the z-direction, is well approximated

by I(r+zO) [Hewish and Little (1966)]. Consider a small but finite

source with brightness distribution b(e). The,intensity J(r)

for such an extended source is then given by

:](r) =/dO b(O) I (r + zO) (2.59)

or by convolution theorem

F_(_) = F,(9) Fs (_) (2.60)
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where Fs(_ ) is an equivalent source spectrum derived from the b(O).

A gaussian form of Fs(_ ) is often assumed in theoretical discussions

of the effects of finite source.

Near the sun FI(_) extends to higher frequencies than Fs(_ )

and it is the consequent attenuation of high frequencies in FI(_)

which results in the "turn over" of m observed by other workers

[e.g., Cohen et al. (1967)]. For the point source we use, no "turn

over" of m is expected to happen as the sun is approached. As will

be seen later in Sec. V.D, our plot of m versus solar elongation

does appear to be consistent with this argument.
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Chapter III

EXPERIMENTDESCRIPTION

By transmitting 49.8 and 423.3 MHzsignals from Stanford to the

Pioneer 9 spacecraft and then telemetering digitally coded measurements

back to the earth, 79 usablet sets of IPS data (called "Format D data")

were obtained over a wide range of solar elongations between November

1968 and July 1973. The Pioneer 9 spacecraft went behind the solar disk

during 18-20 December1970. Intense scattering from the solar corona

cut off the tracking of the 2,292 MHztelemetry signal from December13

until December22. On 18 January 1971, we were able to acquire Format D

data at 49.8 and 423.3 MHzfor the first time since 2 December1970. The
¢

smallest proximate distance at which Format D data was still attainable

was 0.08 A.U.* A complete set of Format D data consists, for each fre-

quency, of I038 data points (or samples), which at sampling rate 37.57

samples/sec span over a duration of about 30 seconds. Each data point is

an integer between 5 and 63, exccpt during the occurrence of the sun

pulse (Sec. Ill. D) when an integer smaller than 5 (usually l) is possible.

The digit can be converted into the received signal-to-noise power ratio

by employing a proper calibration curve. .The trajectory of the space-

craft, the characteristic of the apparatus, the data format and calibra-

tion, the total received noise temperature, and the interplanetary elec-

tron content measurement will be briefly described in this chapter.

Readers who are not interested in the details of the experiment may find

it adequate to skip to the next chapter after reading Section A.
t

A usable set of data is defined as the set of data which does not

contain gaps longer than O.l sec--see Sec. IV.B.

The proximate distance is defined in Sec. III.A as the closest distance

from the earth-to-spacecraft line to the sun.

_ 11 z- _-L- _LL _- -" _ i ?
-.u. ,_ L,u duur_vvdt_Orl of "dstronomical unit:'; l A.U. is the average

distance from the sun to the earth (_- 1.496 x 109km).
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A. Trajectorx of Pioneer 9

Pioneer 9, the fifth spacecraft to carry the Stanford/SRl receiver,

was launched into a heliocentric orbit on 8 November 1968. t This orbit,

which is essentially in the eclipti_plane, is plotted in Fig. 3.1,

where the plane of the figure is the ecliptic and the sun-earth line

is fixed. Dates in months are marked several places along the trajec-

tory. Note that the spacecraft went behind the sun in late 1970 and

emerged in early 1971.

Though all regions along the propagation path contribute IPS

observed at the receiver, the region nearest to the sun usually con-

tributes the most (see Sec. II.A for justification). The heliocentric

distance of this dominating region, which will be referred to quite

often in later discussions, is defined as the proximate distance of

the propagation path. According to the trajectory of Pioneer 9, p

can be equivalently defined as the closest distance from the earth-to

spacecraft line to the sun. To illustrate this definition, consider •

a triangle with the earth, the sun, and the Pioneer 9 spacecraft as

the three vertices as shown in Fig. 3.2.

three interior angles of this triangle:

P = earth-Pioneer-sun

E = sun-earth-Pioneer

S = earth-sun-Pioneer

Furthermore, denote

EP = earth-to-Pioneer

PS = Pioneer-to-sun

SE = sun-to-earth

Let P, E, and S be the

angle

angle

angle

distance

distance

distance

t SRI (Stanford Research Institute) collaborated with the University,

building the receiver, supplying the higher-frequency transmitter
_nfl fha _nfann_ _nA nna_f_nn fham fhmn,,nhn,,_ fha Q__,n_ n_nn_mnnf
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Fig. 3.1. PIONEER 9 HELIOCENTRIC ORBIT.
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PIONEER 9

,SUN

SE

EARTH

P = PS xSIN (P)

=SE x SIN (E)

(a) P< 90 °AND E< 90 °

SUN SUN

P= PSA p=S

PIONEER 9 EARTH

EARTH PIONEER 9

(b) P > 90 ° (C) E > 90 °

Fig. 3.2. DEFINITION OF THE PROXIMATE DISTANCE p.
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Then, for different values of P and E, p can be expressed as

p = PS x sin (P) = SEx sin (E) ; P < go°, E < 90 ° (3.1)

and

p = PS ; P > 90 ° (3.2)

p = ES ; E > 90° (3.3)

In terms of A.U., p in (3.1) can be approximated by

p = sin (E) A.U. ; P < 90°, E < 90°

This gives a simple relation between p and E in the case of P < 90°

and E < 90 °, where E is also conventionally defined as the solar

elongation of the spacecraft.

B. Transmission System

The ground-based transmission system at Stanford generates phase-

modulated signals at 49.8 and 423.3 MHz and then radiates them from the

150-foot parabolic dish to the spacecraft. To control the pointing of

the dish to the spacecraft, a PDP 8 computer is employed. Some rele-

vant parameters of the transmission system are summarized in Table 3.1.

Frequency 49.8 MHz 423.3 MHz

Transmitter Triode linear amplifier Klystron amplifier

250 KW 30 KWMaximum output power

Transmitting antenna

gain

Half power beamwidth

k

I
I 26.4 dB 45.0 dB

I 60 lo

Antenna efficiency ~50% ~50%

Wave polarization Left-hand eliptical Right-hand circular

T_L_,aule 3.1 ..................................• IK_I_31'IL33LUI_ _T_ltM k_K_BtlLKb.
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For line-of-sight propagation in the free space, the arriving

power at the input terminals of the receiver, Pr' can be easily

calculated by invoking the transmission equation:

PtGtKAr L
p - P

r 4_R2
(3.4) t

where

Pt = transmitter power in watts

Gt = transmitting antenna gain

K = transmitting antenna efficiency

Ar = receiving antenna aperture

L = numerical factor accounting for polarization losses
P

R = distance between transmitting and receiving antennas in

meters

Normally, Pt is so adjusted that Pr:130-140 dBm for the 49.8

MHz channel and 135-145 dBm for the 423.3 MHz channel; however for

p _ 0.08 A.U., even Pt is set to its maximum value (see Table 3.1),

Pr is still very small--because of the intense scattering from the

outer solar corona. This, coupled with intense signal phase variability,

precludes our contact with the Stanford receiver on board the spacecraft

during solar occultation.

For radio propagation through the turbulent interplanetary plasma,

the computation for P becomes much more complicated. The reason
is that the wave will,rin transit through the solar wind, be scattered

by electron-density irregularities in the medium. To account for

this scattering effect, the so-called effective scattering cross-

section, designated by o, from a unit volume of the medium has to

be introduced; then, integration of _ over the effective scattering

volume must be performed. Detailed discussions of these complications
may be found in Tatarski's (1971) Chapter 2 and will not be pursued
ha_

40



C. Receiving Antennas

The Stanford receiver on board Pioneer 9 receives 49.8 and 423.3

MHz radiations from the earth by means of two linear antennas mounted

on top of the spacecraft (Fig. 3.3). The 49.8 MHz antenna is a quarter

wave monopole inclined 45 ° toward the platform of Pioneer 9. The

423.3 MHz antenna is a half wave dipole centered on the axis of the

spacecraft.

In order to stabilize its geometrical configuration, the space-

craftspins about once per second; therefore, the receiving antennas

aboard and their power patterns also spin accordingly. The spin is

in a retrograde direction (or clockwise when looking from the north

ecliptic pole down toward the ecliptic plane) with its axis perpendic-

ularto the ecliptic plane. Variations of the spin rate are explained

as follows. When the spacecraft moves close to the sun, it expands--

because of the heat absorbed--and hence spins slower so as to conserve

its angular momentum; the opposite is true when it moves away from

the sun.

Derived from the procedure outlined in Appendix B, the power

patterns of the receiving antennas in the ecliptic plane are plotted

in Fig. 3.4, where _ is the angle measured eastward from the sun-

sensor axis (Fig. D.l) and O dB corresponds to the isotropic gains.

The three main lobes on each pattern evidently result from reflections

of the incoming wave by the geometrical structure (especially, the

three booms) of the spacecraft.
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NORTH POLE OF ECLIPTIC

v_423.3 MHz RECEIVING ANTENNA

\ (HALF WAVE DIPOLE)

_j--49.8 MHz RECEIVING ANTENNA

45='_ (QUARTE WAVE MONOPOLE)

I- , . O.ETO.ETER

I_TELEMETRY ANTENNA

(o) SIDE VIEW

._ORIENTATION NOZZLE

• .____IE'rOMETER

SENOR____jSU N.,,'_,_ J ........

4_ ROTATIO/SPACECRNAFT

WOBBLE DAMPER

(b) TOP VIEW

Fig. 3.3. SPACECRAFT IN-FLIGHT CONFIGURATION.
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Fig. 3.4. POWER PATTERNS OF RECEIVING ANTENNAS IN THE ECLIPTIC PLANE.
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D. Phase-Locked Receiver

A simplified block diagram of the Stanford receiver is shown in

Fig. 3.5. As we can see, it is basically a dual-frequency phase-locked

loop (PLL) system.

Conceptually, the PLL is a feedback demodulator capable of detec-

ting and tracking the carrier and the modulation phases of a narrow-

band signal in the presence of wide-band noise. The reason for its

being employed in the receiver will not become quite clear until we

come to Sec. Ill.H, where the "interplanetary electron content measure-

ment"--the sole purpose for which the receiver was originally designed--

is discussed. Here, we simply remark the following: Had the purpose

been the scintillation study, not the content measurement, a demodula-

tor other than the PLL might have been chosen.

As indicated in Fig. 3.5, three outputs finally come out of the

receiver: (1) the modulation phase difference output, (2) the carrier

phase difference output, and (3) the Format D output.t While both

(1) and (2) are used for measuring the interplanetary electron

content (Sec. Ill.H), only (3), the Format D output, may be used for
f

studying the interplanetary scintillations (IPS). Because studying

the IPS is the main concern here, an attempt will be made to derive

an expression for the Format D output. According to the derivations

to be followed, the Format D output is essentially proportional to

the square root of the input signal-to-noise power ratio.

Referring again to Fig. 3.5, we first observe that each PLL is

preceded by an intermediate-frequency (IF) bandpass limiter (BPL)

"Format D output" is so named because it is telemetered back to

the earth by the spacecraft in a data format called "Format D."

Although in addition to Format D, the spacecraft has four other

data formats: Format A, B, C, and E, none oF these four is used

for telemetering IPS data.
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having the noise bandwidth of 45 kHz. The reason to insert a BPL

in front of the PLL is to yield near-optimum performance for the

PLL over a wide range of input signal and noise levels . Davenport

(1953) verifies that the output SNR is essentially directly propor-

tional to the input SNR for all values of the latter in the case of

an ideal BPL. Furthermore, he demonstrates that

s:_ (). for (). < O.l
0 1 1

(3.5)

where (S/N) ° and (S/N) i denote the output SNR and the input SNR,

respectively. Jaffe and Rechtin (1955) then point out that the total

power output of a limiter in a given zone is constant; i.e.,

SO + NO = L = S' + N' (3.6)

where

So and N o

S' and N'

L _._

= limiter output signal and noise power

= limiter output signal and noise power for which

the loop is designed

total power output in a given zone (= constant)

Let

then

Ao designate the carrier amplitude at the output of the PLL,

A o is related simply to S o by

A : (3.7)
0 0

The detailed theory of a PLL when preceded by a BPL may be found in

Jaffe and Rechtin (1955) or Lindsey and Simon (1973).
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Combining (3.5), (3.6), and (3.7) yields

:
+_ i

(3.8)

Because (S/N) i < O.l during ordinary operation of our receiver,

(3.8) can be approximated, within error of 4%, by

A o: _/_{S)i _ /(S)i (3.9)

In words, Ao is proportional to the square root of the input SNR

(over the IF noise bandwidth of 45 kHz).

After being filtered by a 10 Hz low-pass filter, A o of each

channel is fed into the sample-and-hold circuit to yield the

Format D output. If the variation of (S/N)i is slower than lO Hz

(which is thought to be true except when the interplanetary scintilla-

tions are very strong), A o will not be changed appreciably after

passage through the low-pass filter. The sample-and-hold circuit sam-

ples alternately the two input signals and holds the value until the

next sample comes in. The "hold" function is necessary, because it

provides the subsequent A/D (analog-to-digital) converter of the

spacecraft telemetry subsystem (Sec. III.E) with time to convert

every sampled value into a 7-bit telemetry word, the first six bits

being the information bits and the last bit being the parity-check

bit.

Through a word rate pulse generated by the spacecraft telemetry

subsystem, the sampling of the sample-and-hold circuit is synchronized

with the subsequent A/D conversion. Although the A/D converter, by
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ground command,could operate at any one of the five conversion speeds

[8, 16, 64, 256, and 512 bps (bits per second)], the highest speed

(512 bps), together with the sampling rate of 512/7 samples/sec, had

invariably been selected for operation throughout all of our scintil-

lation observations. Note that 512/7 samples/sec are composedof

data coming alternately from 49.8 and 423.3 MHzchannels; therefore,

the sampling rate for either channel is only one half, or 256/7

(= 36.57) samples/sec. According to the sampling theorem, sampling

at 36.57 samples/sec allows the sampleddata to contain components

of frequencies as high as 36.57/2 = 18 Hz. This is more than enough

to contain the lO Hz bandwidth of the pre-sampling low-pass filter

(Fig. 3.5).

Insofar as the format D output is concerned, there is one other

part of the receiver that remains to be introduced. The sun pulse,

energized whenever the sun sensor of the spacecraft (Fig. 3.3) points

to the sun, occurs once per spacecraft revolution (: l rps). With

the 512 bps state on, it causes the Format D output to drop to the

base line for 30 ms.t As the spacecraft spins, this squashing there-

fore marks on the Format D output all the instants when the sun sensor

turns to the sun.

Unlike sampling, the occurrence of the sun pulse is not controlled

by any timing signal from the spacecraft telemetry subsystem; it depends

only on the orientation of the spinning spacecraft as described in the

, preceding paragraph. Accordingly, the squashing of the Format D output

takes place asynchronously with the subsequent A/D conversion. A discus-

At 512/7 samples/sec, 30 ms is slightly longer than the duration of

2 samples.
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sion about the digital errors resulted from this asynchronism is given

in Appendix C.

E. Spacecraft Telemetry and Transmission Subsystems

The generation of timing signals, the A/D conversion, the data

storage, and the convolutional encoding are accomplished by the space-

craft telemetry subsystem. As diagramed in Fig. 3.6, it consists

mainly of three units: (1) the digital telemetry unit (DTU), (2) the

data storage unit (DSU), and (3) the convolutional code unit (CCU).

The DTU A/D converter transforms every Format D output (a sampled

analog signal t) from the Stanford receiver into a 6-bit binary number

(a sampled digital signal). According to binary arithmetic, a 6-bit

binary number, say blb2b3b4b5b6, represents a decimal number N

given by

N = blX25 + b2x24 + b3x23 + b4x22 + b5x21 + b6x20 (3.10)

with each b having the value 0 or l; for instance,

BINARY DECIMAL

000000 0

O00001 l

O00010 2

O00100 4

OOlO00 8

OlO000 16

lO0000 32

llllll 63

t
An analog signal (continuous or sampled) is a signal whose amplitude

is allowed to have any value in a given range, whereas a digital

signal is a signal whose amplitude is restricted to a given set of
values.
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and so on. Because N is always an integer from 0 to 63, the amplitude

of each format D output is effectively quantized into one of the 64

discrete levels. For convenience, these 6-bit binary numbers or their

decimal values are called the digital code of Format D data, which,

being nothing but the digital forms of the Format D outputs, are also

functions of the input SNR (Sec. Ill.D). Calibrations for the Format D

data will be discussed in the next section.

By calculating the modulo-2 t sum of the first, the third, and the

fifth bits of the inflowing 6-bit binary number, the parity bit generator

appends an odd parity-check bit for error detection. + The 7-bit code

words thus generated, called telemetry words, are then stored in the

DSU until the DSU is full.

The DSU has a capacity of 15,232 bits, which in terms of telemetry

words are 15,232/7 = 2,176 words. At bit rate of 512 bps, it takes only

!5,232/512 : 30 seconds to fill up this memory unit. Once the unit is

full, readout or clearance of all the stored data by ground command is

necessary before another storage cycle may begin. Owing to this instru-

mental limitation, each set of our Format D data (i.e., the data stored

In modulo-2 arithmetic, 0 _) 0 : O, 0 e 1 = 1 _ 0 : I, and
1 _) 1:0.

Mathematically,

where

bI 0 b3 g b5 0 b7 = 1

bl, b3, and b5 = the first, the third, and the fifth bits of the
6-bit binary number

b7 = the seventh, or the parity-check bit added by the
parity bit generator

(3.11)
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over one storage cycle) and hence each of our IPS observations cannot

span a duration longer than 30 seconds at bit rate 512 bps.

In order to achieve bit error rate t < lO-3 (which will be used as

the criterion for good data by the ground telemetry-receiving system), a

lower bit rate, such as 256, 64, 16, or 8 bps depending on the distance

of the spacecraft from the earth, maybe selected for memoryreadout and

the subsequent data transmission. Without the interim storage provided

by the DSU, the telemetry data would have to be transmitted in real time

at 512 bps (the bit rate at which the Format D output is sampled), which,

when the spacecraft is far (say 0.5 A.U.) from the earth, can bring about

an unbearable bit error rate (i.e., a bit error rate >> I0"3).

After being biphase-modulated by the telemetry words read out of

the DSU, a 2048 Hz square wave is convolutionally encoded by the CCU

(with a code rate of I/2 information bit per code symbol) and is then

fed to the spacecraft transmission subsystem. The primary functions of

the spacecraft transmission subsystemare best understood by examining

its simplified block diagram in the lower part of Fig. 3.6:

(1) The phase modulator accepts the output of the CCU--a con-

volutionally encoded biphase signal--as the subcarrier

to phase-modulate a I14.6 MHzcarrier furnished by a

crystal-controlled oscillator on board the spacecraft.

(2) The frequency multiplier increases the frequency of the

I14.6 MHzphase-modulated carrier by a factor of 20 so

as to produce at its output a 2,292 MHztelemetry signal.

(3) The TWT(travelling-wave tube) amplifier raises the

power of the 2,292 MHztelemetry signal from 40 milliwatts
to 7.7 watts.

#
Bit error rate is the average rate or the probability at which bit
errors are delivered to the receiver output; for example, bit error
rate = I0-3 means one bit (on the average) being mistaken in lO00

...... Jc." ....... .c _^_'_. C^_ _ _I_4-_Ibits delivered, it is also a cu,,,,,u,, ,,gu,_ u, ,,,_,,_ ,u, Q _,_,_,

communi cation system.
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(4) Finally, via the telemetry antenna (which has an axially

symmetrical power pattern with respect to the spacecraft

spin axis), the amplified telemetry signal at 2,292 MHz

(: 2.3 GHz) is radiated back to the earth.

On earth, the worldwide Deep Space Network (DSN) managed by the Jet

Propulsion Laboratory (JPL) performs the telemetry acquisition, the car-

rier- and subcarrier-demodulation, and the sequential decoding of the

convolutionally encoded data. Recorded on magnetic tapes, the decoded

data (which should be a replica of the telemetry words at the output

of the spacecraft DTU) are mailed to Ames Research Center (ARC), National

Aeronautics and Space Administration, where these data are further pro-

cessed into digital magnetic tapes, containing the extracted Format D

data, to be shipped to Stanford for the IPS studies.

F. Format D Data Calibration

As pointed out previously in Sec. Ill. D, the Stanford receiver

was originally designed for interplanetary electron content measure-

ments, not for scintillation studies. Consequently, the Format D

data, originally produced just to monitor the performance of the

Stanford receiver, were well calibrated (prior to launch) only at

high input signal-to-noise ratios, not at low input signal-to-noise

ratios.

To attain finer calibration at low input signal-to-noise ratios

and to test the aging (if there is any) of the receiver system, the

in-flight calibration of the Format D data were carried out during the

return of Pioneer 9 to the vicinity of the earth in 1973 (Fig. 3.1).

Using pre-launch calibration curve at high input signal-to-noise

ratios as the baseline, the procedure consists mainly of (1) varying

*ha _nn,,e _inn_l-tn-nni_m rmfin fn fh,_ r_rpivpr hv chifting 1"hp ground
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transmitter power from one level to another, (2) observing the resultant

change in the digital code of Format D data, and (3) adapting the pre-

launch calibration curves to the observations. The final calibration

curves thus established are shown in Fig. 3.7, where the digital code

of Format D data is plotted versus the input signal-to-noise power ratio

(S/N) i in dB [recall that the Format D data is a function of (S/N) i

(Sec. III.D)] for each of the two receiver channels.

Obviously, these calibration curves can provide only a mapping from

the Format D data to (S/N)i; input signal power Si, required for the

IPS studies, may further be inferred from (S/N) i if and only if the

input noise power N. is known:
1

OK,

where

Si : (S) x N i

Expressed in terms of the total received noise temperature T

Ni in watts is

Ni = kBT

k = Boltzman's constant = 1.3805 x lO-23 j/°K

B = equivalent noise bandwidth as seen by the limiter of
the receiver = 45 kHz

(3.12)

in

(3.13)

Incorporating (3.13) into (3.12)yields

Si : kB (S). T : 6.21 x lO-19 (S). T watts
1 1

Therefore, as evident in this equation, in order to infer Si from

(S/N) i, it has become necessary to compute T, the total received

noise temperature. The calculation of T is the topic of the next

section.

(3.14)

54



70

60

0

4o
o

3o
8

o 20

I0

5

0
-40

4

I ! I I !
-50 -20 -I0 0 I0 20

INPUT SIGNAL-TO-NOISE RATIOI dB

Fig. 3.7. FORMAT D DATA CALIBRATION.

55



G. Total Received Noise Temperature

For the receiver and the frequencies (49.8 and 423.3 MHz) of

concern, the total received noise temperature T in °K is given by

where

(._- I)Ta + Tc + Ts

T = Tr + y (3.15)

T
r

= receiver noise temperature, °K

loss or attenuation of the cable connecting the

receiving antenna terminals to the receiver

[d_=I.047 and _h= 1.514, where superscripts

and A will from now on be used freely along

with symbols to indicate low-frequency (49.8 MHz)

and high-frequency (423.3 MHz) channels, respectively.]

Ta = cable temperature, °K

Tc = received cosmic noise temperature, °K

Ts received solar noise temperature, °K

where Tc and Ts refer to the receiving antenna terminals. In the

following paragraphs, each of these four temperatures is discussed

separately. Before getting too involved, it should be remarked that

while Tr and Ta are essentially constant within a given set of

Format D data of ~ 30 seconds, T and T are functions of the
c s

spinning (receiving) antenna pattern and hence are functions of the

spacecraft spin rate and time.

(1) Receiver Noise Temperature Tr

h
T
r

According to pre-launch experimental data, T _ = 300°K and
r

=178°K, irrespective of surrounding temperature variations over

a wide range of interest.
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(2) Cable Noise Temperature Ta

All of the 49.8 MHz cable and about half of the 423.3 MHz cable

are inside the spacecraft equipment compartment. A thermal control

subsystem provides an environment between 30° and 90°F for all scien-

tific instruments mounted within the compartment. Temperatures for

cables and antennas external to the spacecraft are also maintained

in a similar range via passive thermal coatings having the required

absorptivity and emissivity characteristics. Because Ta is primar-

ily constant within a given set of Format D data, its accuracy has

only secondary effects on the final result insofar as normalized

intensity fluctuations (i.e., intensity fluctuations divided by the

mean intensity) are concerned. Consequently, it is assumed, through-

out the analysis, that the cable noise temperatures may be approximated

as

Ta_ = Ta'_'= 300°K (3..16)

(3) Cosmic Noise Temperature Tc

Conceptually, Tc _ and TcX can be easily obtained by convolving

the receiving antenna patterns with the radio sky maps at 49.8 and 423.3

MHz, respectively. Thus, as the spacecraft (hence antenna patterns)

spins with period ~l second, T and T will also have the same
C C

period. The detailed procedure of the computation of T _ and T X
C C

is presented in Appendix D and will not be pursued here. According

to Eqs. (D.5) and (D.6),

and

5440°K _ T _ S 5920°K
C

37°K _ T/S 43°K

(3.17)

(3.18)
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(4) Solar Noise Temperature Ts

Briefly speaking, the received solar noise temperature Ts can

be derived by convolving the receiving antenna patterns with the

apparent solar disk temperature observed at the spacecraft. Appendix

E gives the detailed computational procedure. According to Eqs. (E.4)

and (E.5),

and

Ts : 20°K (3.19)

TsX : IO°K (3.20)

Both are much smaller than other received noise temperatures and hence

are less important.

H. Interplanetary Electron Content Measurement

The principle of the interplanetary electron content measurement

is based upon the effect that electrons have on the phase velocity and

the group velocity of a radio wave. Consider a radio wave of frequency

Hz propagating through the interplanetary plasma medium. If the

t
magnetic field and electron collisions of the medium are neglected,

the index of refraction is given by

]j = l 40.3 N2 (3.21)

where
-3

N = electron density of the medium, m

At frequencies of interest (49.8 and 423.3 MHz), this neglect can

be easily justified for regions more than O.l A.U. away from the
sun, where electron density N _ 7 x lO-7 el/m. Even for the
worst case in which v = 49.8 MHz and N = lO 12 el/m 3 in the

ionosphere, Koehler (1967) demonstrates that (3.34) is still a

fairly good approximation.
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The phase velocity Vp (i.e., the velocity one must travel to keep the

instantaneous phase of theradio wave constant) and the group velocity

V [i.e., the velocity of the signal (or the modulation envelope) con-
g

veyed by the radio wave if dispersion over the frequency band of the

signal is small] of the radio wave are then given by

Vp- m - c = c II + 40"3N)IJk _ 2
(3.22)

dm _ c _ ( 40.3 N)
Vg=_ u + _ c 1 v2

(3.23)

where _ = 2_, k = 2_/X, X = c/_, and

in free space. Therefore, compared with

increased by a factor of (l + 40.3 N/_ 2)

is decreased by a factor of (l - 40.3 N/_2). Integrating C/Vp

c is the velocity of light

c, the phase velocity is

whereas the group velocity

and

C/Vg from the transmitter at z = zt to the receiver at z = zr

yields the total phase path Pp and the total group path Pg,

respectively:

40.3

Pp = (zr - zt) - --7 I
ml (3.24)

where

: 40.3

Pg (zr - zt) + -_- I m (3.25)

Z r

I _f N dz el/m 2 (3.26)

zt

is the integrated electron content between the transmitter and the

receiver. In principle, the group path P can be determined from
g

T, the propagation time of a short pulse at frequency \_ via
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P = CT (3.27)
g

whereas the phase path Pp can be found only within an unknown additive

factor of n_, n being an integer. By sending two radio waves at fre-

quencies _ and _ + _m (Vm << _) and with proper choice of _m'

this unknown additive factor n_ may be resolved to bring about a

determination of Pp. At any rate, even though Pg or Pp can be

measured with great accuracy, it is still difficult to deduce I

accurately from Pg of Pp [see (3.24) and (3.25)] in the absence

of precise information on the physical path length zr - ztt.

To circumvent such a difficulty, two coherent carriers of frequen-

= X
cies _ 4918 MHz and _ = 423.3 MHz are phase-modulated at either

(_m) = 7.692 kHz or (Vm) = 8.692 kHz and transmitted from Stanford
l 2

to the dual-frequency, phase-locked loop (PLL) receiver (Fig. 3.5)

aboard the Pioneer 9 spacecraft. As stated in Sec. Ill.D, the PLL is

basically a feedback demodulator capable of detecting and tracking the

carrier phase and the modulation phase of a narrow-band signal in the

presence of wide-band noise. Through this capability, the modulation

phase comparator in Fig. 3.5 measures A¢m, the relative phase of the

two modulation envelopes.

group-path difference AP
g

Note that A¢m

h
zP -P by

g g

in degrees is related to the

A¢m _m ACm c
_Pg - 360 ° - 3601

m

(3.28)

Furthermore, from the definition of AP
g

and (3.25),

The physical path length zr - zt, which is of order IOII

not known to the order of wavelength (few meters).

m, is
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APg= 40.3 - )2 I(v (v2)2

Incorporating (3.28) into (3.29) and solving for I produces

(3.29)

l l = 5.20 x lO 19
I = 40.3 x 360 ° ....1 l _ A¢m v Aqbm

(v

(3.30)

a relation which can be used to convert the A@m measurement to the

integrated electron content I. The use of the modulation frequency

= (_m) = 7.692 kHz at one time andV m
l

another allows cyclic uncertainties of

Vm (Vm) = 8.692 kHz at
2

A@m measurements up to 8

cycles of 8.692 to be resolved, yielding

I = 1.70 x 1019 el/m 2 (3.31)

as the maximum unambiguous measurement of I. Before being telemetered

back to earth, each A@m measurement--like Format D output--is con-

verted into 6 information bits. This encoding process gives rise to

quantization steps of about 3° (i.e., approximately 64 quantization

levels over 180°), thus resulting in an accuracy of about ±2 x lO16

el/m 2 for the measurement of I.

The PLL design provides great sensitivity for the receiver and

hence makes the measurement of the phase-path difference APp, in

addition to APg (or A@m ), possible at very low signal levels.

According to (3.24),

Solving for

to

aPp P - P (

I and inserting v_ = 49.8 MHz and R-_" a_ 3 Mw_ lpads
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q

I = 6.24 x 1013 (-APp)

which, in terms of the number n of X_, becomes

(3.33)

I = -6.24 x 103 (_,_n)= -3.76 x lO 14 n (3.34)

In actual operation, APp is not directly measured; instead, the accu-

mulated value of 2n from a certain starting time up to each sampling

instance is counted, thereby producing a measure of the rate of change

of I.

The count of the accumulated value of 2n is accomplished by (1)

generating in the receiver a sinusoidal signal of frequency Av

Av : IVrC 2" I--7v/I (3"35)t

X
where Vr and Vr are the frequencies of the received carriers, and

(2) measuring the zero crossings of this signal in a 10 bit binary

counter. This count is always modulo 210 = I024 because of the 10-

bit length of the counter. Without being reset to "all zeros," the

contents of the counter (lO bits) are sampled, divided into two

telemetry words', and telemetered back to earth.

The rate of change of I thus obtained is then integrated to

yield a plot of I, within an unknown additive constant, versus time.

The unknown additive constant can be determined by comparing this plot

with the electron content curve derived from the AP measurement.
g

In words, Av is the normalized (with respect to 49.8 MHz) frequency
difference between the two received carriers, or between the two

arriving carriers at the spacecraft when both PLLs are locked.

÷ Recall that each telemetry word may contain only 6 information bits

(Sec. Ill.E).
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Because the minimum measurab]e increment of the phase-path is one

wavelength of 49.8 MHz, the AP measurement provides a resolution
P

of about 3.76 x 1014 el/m 2 for I, which is about 50 times finer

than that provided by the Ap measurement.
g

When the propagation path from Stanford to the spacecraft is far

away from the sun, the intermediate ionosphere and magnetosphere con-

tribute a considerable percentage of the measured total content. To

obtain the interplanetary content, the sum of the ionospheric and mag-

etospheric contents, acquired by monitoring at Stanford the Faraday

rotation of signals from the geostationary App]ied Technology Sate]]ite

(ATS), is subtracted from the tota] content. Imperfect subtraction,

however, is always inevitable because (1) the ionospheric and magneto-

spheric contents thus acquired are along the ]ine-of-sight from

Stanford to the ATS, (2) the actua] ionospheric and magnetospheric

contents contributing to the total content are along the line-of-sight

from Stanford to the Pioneer 9 spacecraft, and (3) these two lines-of-

sight may not always be in the same direction. To reduce errors intro-

duced by this imperfect subtraction, two computer algorithms have been

developed for predicting, from the measured contents between Stanford

and the ATS, the contents along the desired line-of-sight. For a

full discussion of these two algorithms, see Croft (]971).

When the received signal strength at the spacecraft is weak, the

A_ cycle counter may become unlocked, and the operation of the A¢m

phase meter may be degraded, thereby necessitating great prudence and

special procedures in processing the AP and AP measurements. Fur-
P g

ther details on this and other topics in connection with the interplane-

tary electron content measurement can be found in Landt and Croft (1970),

Croft (1971, 1973), Eshleman eta]. (1960), and Koehler (1967, 1968).
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Chapter IV

DATA REDUCTION

The primary objectives of the data reduction that will be described

are (1) to extract the "clean IPS data" from the received Format D data

and then (2) to compute, based on the clean IPS data, statistical

parameters--such as the autocorrelation function, the power spectrum,

and the scintillation index--for comparison with the theory discussed

in Chapter II. Here, the "clean IPS data" is referred to as the power

(or intensity t) of the signal arriving at the spacecraft after its

transit through the turbulent interplanetary medium.

To give an overall view of what is ahead in this chapter, the

flow chart of Fig. 4.1 depicts the basic procedure of the data reduction.

The first step, the wild-point editing, can be regarded as a preprocess-

ing step, in which errors of Format D data, ensuing from asynchronism of

the sun pulse with the A/D conversion (see Sec. III.D and Appendix C),

are eliminated by checking the two neighboring samples of each sun pulse

and deleting (1) the sample before the sun pulse if its value is even

and (2) the sample after the sun pulse if its value is 3, 7, 15, or 31.

The second step, the data clean-up, which will be discussed in Sec. IV.A,

fulfils the extraction of the clean IPS data from the received Format D

data. To reduce the computational time required, the so-called fast

Fourier transform (FFT) algorithm is applied in Sec. IV.B to obtain

autocorrelation functions. For the same reason, FFT is again employed

in Sec. IV.C, in which power spectra are estimated according to proce-

dures given by Blackman and Tukey (1958). Sec. IV.D outlines the logic

Recall that the terms "power" and "intensity" are used interchange-
ably--see p. ]7 in Chapter If.
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of a computer program devised for (I) fitting three proposed forms t

to the estimated power spectra in least-square sense and then (2)

determining which form fits best by comparing the fitting parameters.

Finally, in Sec. IV.E, the calculation procedure and the correction

factors of scintillation indices--founded on a simplified noise model

which can be justified by in-flight calibration data--are presented.

A. Data Clean-Up

From the descriptions in the previous chapter, a typical set of

Format D data consists of a total of 2,176 digital samples (which

span a duration of about 30 seconds) coming alternatively from 49.8

and 423.3 MHz channels at a rate of 512/7 = 73.14 samples/sec. Rep-

resented as functions of sampling instants, these samples appear like

the following:

oZ(o),  2T), .,D (2174 ),D (217S ) (41)

_ 7= 0.0137 sec (4.2)
where T - 512

is the sampling interval if samples from both channels are counted

and, again, superscripts _ and #{" are used to indicate 49.8 and

423.3 MHz channels, respectively. (C and _' were defined on p. 56.)

Except when sun pulses occur, each D(kT) (where k = O, l, 2, .,

2175) has a value between 5 and 63, which can be converted to

Si(kT)/Ni(k_), the input signal-to-noise power ratio at kT, by

The three proposed forms of power spectra of intensity fluctuations

are gaussian, exponential, and power-law.

+ If only samples from either channel are counted, the sampling interval

is 2T = 0.0273 sec, which corresponds to a sampling rate of 256/7 =

36.57 samples/sec.

67

I mlm



employing the calibration curve in Fig. 3.6. Because l(kT), the

clean IPS data (or the arriving signal intensity at the spacecraft)

at kT, is related to Si(kT ) Via

Si(kT) = A(kT) x l(kT) (4.3)

where A(kT) is the receiving antenna power pattern in the direction

of the earth at kT, Si(kT)/Ni(kT) can further be used to extract

l(kT) if both A(kT) and Ni(kT) are known:

FSi(kT)] Ni(kT)
(4.4)

In order to infer A(kT) and Ni(kT ) from A(_E) (Fig. 3.4)

and Ni(_y,_s )t, it is necessary--as will become clearer later--

to first find the spacecraft spin period, say to, and the instants,

say mT, mT + t o, mT + 2T 0, . ., at which the sun sensor of

the spacecraft turns to the sun. A clue to the determination of

z0 and mT may be obtained by recalling from Sec. III.D that

sun pulses [each appearing as two successive l's in (4.1)]

t According to (3.13) and (3.15), Ni is made up of four noise temp-

eratures

IT + Tc + Ts-]Ni : 6.21 x 10-19 +(._-I) Ta
r ._

While T and T are essentially constant within a given set of
r a

Format D data, kb and _s and hence Tc : Tc(_ Y) and Ts = Ts(_s)

[see Eqs. (D.3), _D.4), (E.l), and (E.2)] are, as mentioned in Sec. Ill.

G, periodic functions of time with period equal to that of space-

craft rotation (_ l sec). Therefore, N. may in turn be regarded
i

as a function of kUy and _s' or, symbolically,

N_.:
J J y

68



mark on the Format D data all the times when the sun sensor points

to the sun. Intuitively, one could adopt sun pulses along the data

directly as divisions of spacecraft rotations and then count (I) the

separation between sun pulses and (2) the position of the first sun

pulse to yield (I) T o and (2) mT, respectively; however, due to

the discrete nature of the data, t 0 and mT thus determined will be

of uncertainty -+T. To improve the accuracy, the following proce-

dure is utilized in actual data reduction to determine t ° and mT

for each set (or pass) of Format D data:

I. Count the separations between sun pulses throughout a given

set of Format D data and refer to other available informa-

tion t to give a rough estimate of T o, say _o"

2. Superimpose the whole given set of data (which usually con-

tains data of about 30 spacecraft rotations) at a period

equal to _o"

3. Check and see if every sun pulse is within a narrow opening

of width -_ 2T. If not, change the period of superimposi-

tion To until they are.

4. Record the final period of superimposition and the corre-

sponding position at which the narrow opening starts to

be T o and mT, respectively.

Fig. 4.2 illustrates the values of spin period T in seconds thus
o

derived versus the dates of taking Format D data from late 1968 to 1972;

the sinusoidal variations of t 0 can be attributed, as mentioned in

Sec. Ill.C, to the heating and cooling of the spacecraft--when the

spacecraft moves closer to or farther from the sun (Fig. 3.1).

t
For example, T '

usefOlsu which had already been found for previous Format Dpasses are pieces of information, for, as will be seen later,
the values of T have a certain trend (Fig. 4.2).

0
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Once 3o and mT are known for a given set of Format D data, one

can write _S' _y' and _E at kT as functions of kT by referring

to Figs. 3.2 and D.l:

_s(kT) : _ x 360 ° (4.5)
T o

_y(kT) : _s(kT) + 360 ° - G - S (4.6)

CE(kT) = _s(kT) + 360 ° - P (4.7)

where (1) _bS, Sy, and qJE are the ¢ angles of the sun, the vernal

equinox, and the earth, respectively, and (2) G is the celestial lon-

gitude of the sun observed from the earth, whose daily values are

tabulated in The American Ephemeris and Nautical Almanac.

With the aid of the above three equations, A(_E ) and Ni(_y,_S )

can be converted to A(kT) and Ni(kT ) which can further be incorpo-

rated into (4.4) to yield the clean IPS data I(kT).

All received Format D data are processed by a computer program that

fulfills the data clean-u p by virtue of the procedure just described,

and all I(kT) thus acquired are available in the forms of listing,

plots, and cards such that they can be visually inspected or further

processed by computers. Several examples of I(kT) plotted in dBm

versus time are shown in Figs. 4.3 through 4.6. A complete set of

figures and listings of I(k_) versus time for all of our scintilla-

tion data may be found in Croft et al. (1975a) and Croft et al. (1975b).

Figs. 4.3 (a) and (b) illustrate I(kT) at 49.8 and 423.3 MHz taken

simultaneously on 9 February 1969, ninety days after launch, when the

spacecraft was still near the earth and IPS was slight. The slow varia-

tion of I(kT) in Fig. 4.3(a), which has period = 10 seconds, is

believed to be due to ionospheric scintillations.
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a. Almost no IPS at 49.8 MHz. The slow quasi-periodic fluctuations of
period ~I0 seconds are believed to be due to ionospheric scintilla-
tions.

Fig. 4.3. SCINTILLATION RECORDS ON 9 FEB 1969 WHEN THE PROXIMATE DIS-
TANCE p OF THE RADIO PATH WAS 0.85 A.U. FROM THE SUN AND THE SPACE-
CRAFT WAS NEAR THE EARTH.
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Fig. 4.3. CONTINUED.
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Fig. 4.4. SCINTILLATION RECORD ON I0 APRIL 1969 WHEN p = 0.41 A.U.

74



I0 APR 1970, 0.41 A.U.
423.3 MHz

-140_ 1. 1.+_ 1. _ 4 +. "

_150 / / 1. / / / / /
0 3 6

1.
L .,ONE SPACECRAFT
,- n ROTATION (_I sec)

>.-

t.

__5o/ 1 *1 /
6 9 12

I-

_-140 +.. . **.*++ _+

_- r + I * *I _I'1.+_ r 1.+I+ I
_z _150 L __ . I I I /
Q

>
m

¢.)
IM
n,,

12 15 18

-140 ,- * * ** * + + +

+ % _._ *_ ++ "÷"+.r 11' / r ,/ 3
18 21 24

-150 _ _
24 27

TIME, SPACECRAFT ROTATIONS

3O
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Fig. 4.4. CONTINUED.
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Fig. 4.5. CONTINUED.
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20 SEP 1972, 0.88 A.U.
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Fig. 4.6. SCINTILLATION RECORD ON 20 SEP 1972 WHEN

SPACECRAFT WAS BACK NEAR THE EARTH.

p = 0.88 A.U. AND
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b. Weak IPS at 423.3 MHz.

Fig. 4.6. CONTINUED.
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The reason for this belief can be understood as follows. According

to the thin-screen diffraction model [as was adopted by Rufenach (1971,

1972, 1973, 1975) and Singleton (1974) to interpret ionospheric scintil-

lations], the dominant component of intensity fluctuations is at the

Fresnel frequency _f = U/V_-_-i. Since the height z of ionospheric

irregularities occurs in a narrow range 300-400 km [Rufenach (1971)] and

the velocity U of ionospheric irregularities is on the order 70-160

m/sec [Singleton (1974)], the dominant period (= I/_f) of ionospheric

scintillations at 49.8 MHz is of the order I0-50 sec. [See also Briggs

(1966)], who has pointed out that ionospheric scintillations are in the

range 10 to 60 sec.] Fig. 4.4 displays I(kT) taken on 16 October 1969

when the proximate distance p of the propagation path was 0.82 A.U.

from the sun. The quasi-periodic fluctuations of I(kT) of period =

2 seconds, at 49.8 MHz indicate clearly the effect of IPS, because

_V_~ 500 km and U ~ 500 km/sec such that _f(IPS) _ 0.5 Hz. Note

that at the same time I(kT) at 423.3 MHz is still relatively steady.

Fig. 4.5 presents I(.kT) taken on II November 1970, about one month

before solar occultation, when p = 0.15 A.U. from the sun. The fluc-

tuations at both frequencies are stronger and faster than those shown

in Fig. 4.4. Long after solar occultation (20 September 1972) as the

spacecraft returns to the vicinity of the earth, I(kT) becomes steady

again as illustrated in Fig. 4.6.

B. Autocorrelation Function of Intensity Fluctuation

Consider a finite string of clean IPS data containing

at either 49.8 or 423.3 MHz and appearing as follows:

N samples

where

I(0), I(T'), I(2T'),

T_ = 2T = O.0ZI3

., I[(N-I)T'] (4.8)

sec (4.9)
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is the sampling interval if only samples from either channel are counted.

The autocorrelation function of intensity fluctuation, RAI(mT'), or

equivalently the autocovariance function of the intensity, AI(mT' ) is

defined by

where

_ l
RAI(mT') = AI(mT') N-m

N-m-l

AI(kT') AI(kT' + mT')
k=O

l N-m-l

N-m _ [I(RT') - I] [I(RT' + mT') - I] (4.I0)
k=O

aI(kT') = I(kT')- (4.11)

is the intensity fluctuation and

l N-l

i =_ _ l(kT') {4.12)
k=O

is the temporal average of I{kT').

As suggested by Stockham (1966), an autocorrelation function

can be computed via the indirect route of using FFTs. The method is

based upon the fact that the product of the discrete Fourier transform t

{DFT) of any periodic sequence and its complex conjugate is equal to

the DFT of the circular autocorrelation function of the sequence.

Appendix F details the computational procedure. Examples of the auto-

correlation function of intensity fluctuations thus derived will be

illustrated in the next section along with the power spectrum of

intensity fluctuations.

t
See, for example, Brigham (1974) for a comprehensive discussion on DFTs.
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C. Power Spectrum of Intensity Fluctuations

The power spectrum FI(_) of intensity fluctuations is defined as

the Fourier transform of the autocorrelation function RAI(t) of

intensity fluctuations:

oo

FI(_) : I RAI (t) e-j2_ut dt (4.13)

A

Let FI(_) denote the estimate of FI(_) using the Blackman-Tukey
A

method. Appendix G describes the computational procedure of FI(_)

in detail. Also included in Appendix G are (1) some general considera-

tions of estimating FI(_ ) in practical situations and (2) discussions

on the stability and confidence limits of power-spectrum estimates.

Figures 4.7a through e illustrate several estimated power spectra

A

FI(_) of intensity fluctuations along with their inverse Fourier

transforms: the autocorrelation functions RAI(t) of intensity

fluctuations. A complete set of such plots for all of our IPS data

may be found in Chang, et al. (1975). Each spectrum in dB is plotted

2
versus three distinct scales: log _, _, and _ , thereby facili-

tating one to visually differentiate among the three distinct models:

power law, exponential, and Gaussian, respectively [see (2.52)].

If the spectrum follows the power law (exponential, or Gaussian)

model, then it should appear as a straight line when plotted in dB

versus log _ (_, or 2). From a visual inspection of all the

spectra, it is the authors' impression that most of the spectra fall

into two categories: l) power law, when scintillations are weak,

moderate, or strong, and 2) exponential, when scintillations are

"very strong."
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On the basis of least-square fitting, a quantitative approach

(which is more objective than the visual inspection) to the dif-

ferentiation among the three models will be presented in the next

section. It is interesting to note first that the result concluded

from such an approach essentially corroborates the impression

acquired by the visual inspection.

D. Linear and quadratic Regressions of the Estimated Power Spectra

on Three Distinct Scales

I. Determination of the Fitting Regions

As just briefly mentioned, the principal purpose of this section

is to develop a quantitative approach to testing which one of the

three proposed power-spectrum models describes best our estimated

scintillation spectra. The basic idea is fairly simple: Perform

regressions on least-squares fits of each estimated spectrum on

three different scales (namely, log v, _, and 2) and then

decide which fit (and hence which model) is the best by comparing
A

the fitting parameters. Since each estimated spectrum FI(_) is

always available for _ = 0 to 18.3 Hz_, one of the major prac-

tical problems in applying this idea is to determine over what

frequency region the regression should be fulfilled. In other =

words, what is the "fitting region?" Furthermore, for a given

FI(_), should this region be different for regressions on differ-

ent scales?

t Recall that 18.3 Hz is the fold-over frequency or the highest

resolvable frequency at the sampling rate 36.6 samples/sec.
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According to the theoretical derivations in Chapter If, the fitting

region should start from the Fresnel frequency

_f = U/vr_'_ (4.14)

where U = solar wind velocity (4.15)

and _ = radius of the first Fresnel zone (4.16)

Even though under the thin-screen approximation, _v_ is fixed and can

be calculated from the geometry of the experiment, _f is still unknown

for lack of knowledge of U. A lower bound on _f and hence on the

fitting region, vm, however, may be established by adopting 300 km/

sec [which seemsto be a reasonable choice in view of the data presented

by Armstrong and Coles (1972) and Neugebauer (1974)] as the lowest pos-

sible value of U:

300 (4.17)
_m-

For most Format D data, V_ = 650 km at 49.8 MHz and 200 km at 423.3

MHz, giving rise to the lower bounds on the fitting regions

and

_m = 0.26 Hz (4.18)

X
_m : 0.78 Hz (4.19)

respectively.

Turning now to the high-frequency end of the estimated power spec-

trum, an examination of all the available power-spectrum plots reveals

A

that after a certain frequency, say ¥, up to 18.3 Hz, FI(V) usually

fluctuates around a constant level with a spread approximately equal to

the go% confidence limits given in Tdble G.2. The general trend of y
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looks to be very interesting: The faster or, almost equivalently, the

stronger the scintillations, the larger the value of ¥ (which varies

from about 5 Hz for weak scintillations to about 15 Hz for very strong

scintillations). Therefore, y maybe thought of as the frequency after

which the "signal" (i.e., the intensity fluctuation due purely to IPS) is

of comparable magnitude with the background noise,t and the region [y,

18.3 Hz) (defined as from

regi on."

Although for a given

y to 18.3 Hz) may be regarded as the "noise

Fi(v), the beginning frequency y of the

noise region is often discernible, it cannot be utilized directly as the

end frequency of the fitting region because there sometimes exists a

small, noise-like region [B,y], called the transition region, immediately

before the noise region such that it would be more appropriate to choose

B rather than y as the end frequency of the fitting region (see, e.g.,

the bottom figure of Fig. 4.8). The difficulty is that for a given FI(_)

plotted in dB versus v, v2, and log v, the transition region and

hence the value of B in Hz appears to be different from one plot to

another (see, e.g., Figs. 4.8 and 4.9). In order to give each plot and

hence each model a fair regression test, it is therefore concluded that

the fitting regions should be picked out separately for regressions on

different scales.

For simPlicity of notation, define
A

Y = I0 loglo Fi(v ) (4.20)

XI = loglo v (4.21)

Possible sources of this background noise include: l) the instability

of the phase-locked loop receiver when the input signal strength is very
weak, 2) the quantization effect resulting from the A/D conversion in

the spacecraft telemetry system, 3) the residual noise arising from

imperfect data clean-up, 4) the aliasing effect, 4) the leakage error,
"-_ _ _- -- itya,,_ uj _,,= intri._ic vari -L'_ ^= _L-au,, u, _,,= power-spectrum estimate.
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X2 = v (4.22)

X3 = 2 (4.23)

Nb = averaged background noise level (4.24)

= average of FI(_) over the noise region
[y,18.3 Hz]

and let [_I,BI], [_2,B2], and [_3,B3] denote the three fitting regions

to be found for a given Y. Then, any one of these three regions, say

[_i,Bi] (i = l, 2, or 3), may be determined in accordance with the

following steps. To help the reader understand these steps, two prac-

tical examples are shown in Figs. 4.8 and 4.9.

I. Examine• the plot of Y(Xi), i.e., Y as a function of Xi-

Estimate [&i'Bi]"

2. Fit, in the least-squares sense, a linear function Y(X i) to

Y(Xi) over the estimated region [_i,Bi]. This linear func-

tion appears as a straight line in Figures 4.8 and 4.9.

3. The end of the fitting region, Bl' is the frequency at which

the height of this straight regression line dips below Nb"

4. The beginning of the fitting region, _i' is the lowest

frequency satisfying both of the following requirements:

a) _. > _ (Recall that
i - m

on the fitting region.)

is the theoretical lower bound
m

b) ,
All Y(Xi^. s between _'1 and _.i lie within a belt Of

width 2S above and below the regression line, S being

the "standard error of the predicted Y" [Snedecor and

Cochran (1967)]

2. Testing the Power-Spectrum Forms via Linear and Quadratic

Regressions

Once the three fitting regions [el,Bl], [e2,B2], and [e3,B3]

a given Y are determined= the next qJestion is to decide hov, many

of
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regressions (e.g., linear regression, quadratic regression, etc.) t are

needed for each plot of Y versus Xi such that the resultant regres-

sion parameters can be compared to deduce which of the three models fits

the given Y best.

To find a reasonable answer for the above question, consider the

case when the ith model (let i = 1, 2, and 3 correspond to the power-

law, the exponential, and the gaussian models, respectively) describes

the given Y best. Then Y against Xi would appear as the most

linear and the least curved among the three plots (see Sec. II.F). In

addition, it would tend to have the smallest standard (or root-mean-

square) deviation from linear regression when compared with the other

two. Therefore, the test of power-spectrum forms may be regarded as a

procedure consisting mainly of evaluations and comparisons of three

types of measurements: l) standard deviation from linear regression,

2) linearity of Y(Xi), and 3) curvature of Y(Xi). In what follows,

each of these three types of measurements will be discussed separately.

Also, for simplicity of notation, X will from now on be used to

represent X i (where i = I, 2, or 3) so long as it does not create

confusion.

First of all, let Y(X) designate the straight line that fits Y(X)

in least-squares sense over the fitting region bounded by X = X , and

X = XB, where X and XB are defined as the values of X [see (4.21)-

(4.23)] for frequency v = _ and B respectively. Then, like Eq. (4.28),

the standard deviation a from linear regression is given by

a : Jy{y__)2n-2 (4.25)

t
Theoretically, for a set of N arbitrary points, it is possible to

fit a polynomial of degree N-l through all these points exactly;

however, for the purpose of distinguishing among the three different

would have doubtful significance.
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where n is the total numberof the (X,Y) points in the fitting

region, and _ denotes the summation over the fitting region. Because

a is an estimate of the overall error in fitting a straight line,

smaller values of o correspond to better fits of Y(X) by a straight

line.

Secondly, the linearity of Y(X) (or of the relationship between
4.

is conventionally measured via the linear correlationY and X)

coefficient p defined as

where x = X - X, y = Y - Y, and X and

(4.26)

i

are the mean values of X and Y. The absolute magnitude of p

ranges from O, when there is no correlation, to l, when there

is complete correlation [or equivalently, when Y(X) is a straight

line]. The closer the value of IPl to l, the more linear the

relationship between Y and X.

The third type of measurement has to do with measuring the

curvature of Y(X). Since we are interested only in the general

trend, not in the detailed structure, of Y(X), such a trend can be

reasonably sensed by fitting a quadratic function Y of X to Y(X)

in least-squares sense over the fitting region [X , XB]:

• Y = aX2 + bX + c

Then, the normalized curvature of

(XB-X_)2F = . d2_ -

Y(X_)-Y(X ) d X2

Y(X) defined by

2a(XB-Xa)2

_(x^)-_(x )

(4.27)

(4.28)

95



maybe considered as a measure of the curvature of Y(X). Note that

the (XB-X)2/[y(xB)-Y(X)] factor in Eq. (4.28) is just a normaliza-

tion factor to correct the difference of the value of F caused by

differences of the fitting regions.

Founded on the above discussions, the procedure of the regression

test on the power-spectrum forms for a given Y is as follows:

I. Fit, in least squares sense, Y(Xi) (a linear function of

Xi) and Y(Xi) (a quadratic function of Xi) to Y(Xi)

over the fitting region [_i,Bi] for i = I, 2, and 3.

2. Compute , for each i, l) the standard deviation from linear

regression, oi, 2) the linear correlation coefficient, Pi'

and 3) the normalized curvature of Y(Xi), Fi.

3. Perform three tests:

Test No. l:

Test No. 2:

the ith (i = l, 2, or 3) model wins this test

if oi is the smallest among ol, o2, and o3.

the ith model wins this test if IPil is the

largest (or the closest to l) among IPlJ, IP21,

and Jp J.

the itRmodel wins this test if IFi[ is the

IFll, JF2[, and IF31.

Test No. 3:

'smallest among

The ith model is claimed to fit a given spectrum best if it

wins two or all of the three tests. Applying these three tests

to a total of 14g spectra, the results indicate that for a

given spectrum if one model is the winner of one test, then

usually this model is also

or

(1) the winner of the two other tests

(2) the winner of one of the two other tests

Case (1) above (viz., one model wins unanimously all three tests

for a given spectrum) happens to ll9 (= 80%) of 149 spectra

tested, implying that the three tests, although different, are

consistent for most spectra. Case (2) above happens to 29

(= 19%) of 149 spectra tested. There are only 2 spectra out of

149 tested that could not be described by either Cases (1) or
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(2) (viz., three tests are won by three different models), and

the spectral forms of these two spectra are regarded as indeter-
minable.

4. For each best fit determined from Step 3 above, record the

height difference A of the linear regression line Y over

the fitting region [X ,XB]:

A = Y(X ) - Y(XB) dB (4.29)

The physical meaning of A, called the spectrum signal-to-
noise ratio or the maximumratio of the signal spectrum to
to the noise spectrum, will be discussed in Sec. D.3.

5. Record the slope 9' of the linear regression line for cases

when the power-law model is the best fit. Note that 9' is

related to p', the estimated value of the true power-law

exponent p, via (Sec. II.D)

p' : 9' + 1 (4.30)

To illustrate, Figs. 4.10 and 4.11 show the linear regression lines

and the quadratic regression curves derived from the above procedure

over the fitting regions. Also shown are the values of o i, Pi' and

Fi for i = l, 2, and 3. Finally, as a supplementary point it was

observed that throughout the course of relatively weak interplanetary

scintillations, residual antenna and noise (including solar and cosmic

noise) patterns arising from imperfect data clean-up may occasionally

become visible in the estimated spectra as a prominent peak around 3 Hz.

A good example of these 3-Hz peaks is the one manifested in Fig. 4.7e.

In order to avoid errors in regression tests which might be introduced

by such a spurious peak, a special feature has been added to the

computer program that implements all the regression-test procedures

described in the previous and the present subsections such that this

peak, once identified, can be ignored during both the determination

of the fitting regions and the testing of the power-spectrum forms.
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3. Spectrum Signal-to-Noise Ratio A

This subsection is devoted to develop the concept and definition

of a quantity that will be utilized frequently in the next chapter.

This quantity is called A, the spectrum signal-to-noise ratio or

the maximum ratio of the signal spectrum to the noise spectrum. As

will be seen soon, it is a measure of the reliability of the observed

power spectrum. First of all, recall that all observed spectra are

contaminated by some unwanted noise as evidenced by the existence of

the background noise at their ends (see, for example, Fig. 4.8).

Secondly, recall from Secs. III.D and III.F that voltage is being

measured and then converted to power by a calibration curve. Define

the signal AI(t) here as the zero-mean intensity fluctuations caused

purely by IPS:

AI(t) : I(t) - I (4.31)

If the background noise N(t) = AN(t) + N is additive with mean N,

then the observed intensity is the sum of I(t) and N(t):

R(t) : I(t) + N(t) : Al(t) + T + AN(t) + N- (4.32)

with mean R = I + N (4.33)

Assuming that AI(t) and AN(t) are statistically independent, then

the autocovariance function AR(T) of R(t) is

AR(T) = [R(t) - R-T_-] [R(t+T) - R(t+T)]

: [Al(t) + AN(t)] [AI(t+T) + AN(t+T)]

= AI(t)AI(t+T) + AI(t)Z_£(t+T) + AN(t)AI(t+T)

+
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: AN(t)AN(t+T)

= AI(T ) + AN(T) (4.34)

because _---T_-: o (4.35)

and AI(t)AN(t+T) : _ • Z_N(t+T) = 0 (4.36)

AN(t)AI(t+T) = _----_T• AI(t+z) = o (4.37)

Fourier transforming both sides of (4.34) leads to

FR(V ) : Fl(V ) + FN(V) (4.38)

Therefore, each observed power spectrum FR(V ) is indeed the sum of

(1) the desired power spectrum FI(V ) of the signal (or the intensity)

fluctuation caused purely by IPS and (2) the power spectrum FN(V )

of the background noise. Clearly, the larger the noise spectrum

FN(V) compared with the signal spectrum Fi(v), the more distorted

the form of the observed spectrum FR(V ) from Fi(v ). To find a

reasonable measure oi#_such a distortion, we consider the ideal case

when the samples of the noise N(t) at sampling instants t=O, T',

2T', are uncorrelated. _ Then

l
FN(V) = Nb for Ivl < 2T' - 18.3 Hz (4.39)

and the maximum ratio A of the signal spectrum Fi(v) to the noise

spectrum Nb is approximately equal to the height difference of the

linear regression line fitted to Y(X) [= FR(V) in dB] over the fitting

region [X , XB]:

This assumption appears to be true at least for the quantization
,noise _.._.,,ro. Am,r_ng A/F_ rnnvmr_inn

lOl
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A : V(x_)- V(xB) dB (4.40)

as given earlier in (4.29). Larger values of A correspond to smaller

values of the noise spectrum compared with the signal spectrum, imply-

ing that the observed spectrum is more reliable (or closer to the true

signal spectrum); consequently, A may be thought of as a measure of

the reliability of the observed spectrum.

E. Scintill'ation Index

From Sec. II.H, the scintillation index m is defined as the

normalized standard deviation of the signal intensity I(t):

where

m-J?-7_ -
I I I

AI(t) = I(t) - T

is the zero-mean, intensity fluctuation caused purely by IPS and

(4.41)

(4.42)

_I = (_I----_ (4.43)

is the standard deviation of I(t). Again, since the observed intensity

R(t) is the sum of I(t) and some unwanted noise N(t):

R(t) = I(t) + N(t)

Following the noise model presented in Sec. D.3 and considering

T = 0 for (4.34) gives rise to

(4,44)
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_R2 = _i 2 + ON2 (4.45)

Becauseof the two following reasons:

(1) Both the quantization error and the system instability

increase sharply as I(t)/T decreases. Here, T is

the total received noise temperature given by (3.15)

and is relatively constant in comparison with the sys-

tematic decrease of I when the Pioneer 9 spacecraft

movesaway from the earth.

(2) For most of our Format D data, the above two effects

are dominant sources of the additive noise N(t).

it is supposed (and later verified by experimental data) that

is a function of I,

2
uN

_N2 ON 2(I) (4.46)

Dividing (4.45) by T 2 and making use of (4.41) yields

Ol 2_R2 aN2 (I)

-_T:T2+ T 2
(4.47)

and m2 = mR2 - C(I) (4.48)

where mR = scintillation index of the observed intensity R(t)

°N2(T) 2 -
- correction factor for m = a function of I only

C(T) : T2

Based upon a large body of Format D data collected during the calibration

experiment, the validity of (4.48) was checked to be quite satisfactory
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especially for the 423.3 MHzchannel. The correction factors thus

acquired for the 49.8 and the 423.3 MHzchannels are plotted versus

T in Figs. 4.12 and 4.13, respectively.

Observing the calibration curves given in Fig. 3.7 reveals that

Format D data equal to 5 correspond to the lowest detectable (S/N)i's

(input signal-to-noise ratios) for both channels. Stated another way,

whena Format D datum 5 is received, it meansthat the (S/N) i could

be any value lower than about -30 dB for the 49.8 MHzchannel or could

be any value lower than about -26 dB for the 423.3 MHzchannel (Fig.

3.7). Because of this uncertainty, only the upper limit mRU and

the lower limit mRL on mR are obtainable. The upper and lower

limits can be derived by setting the input signal-to-noise power ratio

(S/N) i associated with Format D datum5 equal to its minimumpossible

value (-_ dB for both channels) and its maximumpossible value (-30 dB

for the 49.8 MHzchannel or -26 dB for the 423.3 MHzchannel), respec-

tively. Substituting mRU and mRL into (4.48) gives rise to the

upper limit mU and .the lower limit mL on scintillation index m:

mu2 : mRU2 - C(I)

mL2 = mRL2 - C(I')

(4.49)

(4.50)

With the aid of (4.49), (4.50), and Figs. 4.12 and 4.13, lower and

upper limits on scintillation index have been computed for all available

data and plotted against various physical parameters of interest.

r
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Chapter V

RESULTS AND INTERPRETATIONS

The results of our interplanetary scintillation experiment derived

from the procedure of data reduction given in Chapter IV will be pre-

sented and interpreted in this chapter. It will be shown that the

observed temporal spectra of intensity fluctuations (and hence the

spatial power spectrum Fn(q) of interplanetary electron-density

fluctuations) cannot be of a gaussian form. In addition to the well-

known weak and strong scattering regimes, our data appear to suggest

that there exists a third scattering regime, called the very strong

scattering regime. While more than 80% of the observed scintillation

spectra in the weak and strong scattering regimes follow a power-law

variation with mean exponent p : 3.5 +- 0.13 and standard deviation

Op = 0.3, the shape of the observed scintillation spectra becomes

exponential in the very strong scattering regime. Details of these

results will be contained in Section A. Several scintillation spectra

on which the Fresnel structure is observable are discussed in Section

B. Section C shows that the apparent scale size of the diffraction

pattern deduced from the width t w of Al(t ) (the autocorrelation

function of intensity fluctuations) is compatible with a power-law

spatial spectrum Fn(q) of electron-density fluctuations. In Section

-I .5
D, the scintillation index is found to be _ p in the weak

scattering regime, and the interplanetary electron-density fluctuation

is shown to be = _)-2, where p is the proximate distance of the

propagation path as defined in Sec. III.A. Section E demonstrates

that the scintillation index is directly proportional to the integrated

................... _ .... p, ,..,F,u_u_Ior_ , Lrl_ uuviaCions_. _01..11. Ul blll_l,
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of the scintillation index and the electron content from their means

are seen to be strongly correlated.

A. Spatial Power Spectrum Fn(q)

I. Form of Fn(q)

The form of the spatial power spectrum Fn(q) of interplanetary

electron-density fluctuations has been a long-standing, controversial,

and vital question in interplanetary scintillation theory: Is it

gaussian, exponential, or power-law? [See, for instance, Hewish (1971),

Cronyn (1972c), and Matheson and Little (1971) for summaries of the

argument.] It is a vital question because both the prediction and the

interpretation of the interplanetary scintillation phenomenon depend

completely on the form of Fn(q)._ To find out which of the three

forms describes our observed spectra best, a regression test on the

basis of least-squares fitting was described in Sec. IV.D. The results

of this regression test are summarized in Table 5.1. Recall from Sec.

IV.D.2 that of 149 spectra tested, only 2 (= I%) are not determinable.

All 147 determinable spectra have A > 0 dB and are included in Case l
m

in this table. Cases 2, 3, 4, and 5 include only determinable sPectra

that have A _ 5, lO, 15 and 20 dB, and the total number of spectra

included are'138, _, 76, and 47, respectively.

As mentioned in Sec. IV.D.3, A of a given observed spectrum is

a measure of its reliability; therefore, one would expect that individ-

t
For example, according to the gaussian model in the weak scattering

regime, the width rw of the autocorrelation function of intensity

fluctuations is equal to the "intrinsic scale size" of interplanetary

electron density fluctuations, whereas according to the power-law

model, rw is merely a parameter related to the first Fresnel zone

of the diffraction geometry and does not reflect a genuine scale in

the IPM. [See Hewish (1972) and Sec. II.G.]
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ual results in Case 5 are more reliable than those in any other four

cases. The three columns under the title "percentage" give the per-

centage at which each of the three models best fits the observed

spectra; for instance, in Case l, 15% (8 out of 54) of the observed

spectra at 50 MHz over p < 0.35 A.U. can be fitted best by a power-

law model.

It can be seen from these three columns that the power-law model

best describes from 88 up to I00% of all the observed spectra at 423

MHz, and more than 82% of all the observed spectra at 50 MHz over

p > 0.35 A.U. If considering only all spectra that have A > 20 dB

(Case 5), then 12 out of 17 spectra (: 71%) observed at 50 MHz and

all 30 (I00%) spectra observed at 423 MHz can be explained by a power-

law Fn(q).

The gaussian model is rejected based upon the percentage results

shown in this table. In cases of very strong scintillations the

exponential model appears to fit best our observed spectra. During

an effort to account for the occurrence of these exponential spectra,

three suggestions have emerged:

I. Due to the instrumental noise effects in the very strong

scattering regime (50 MHz, p < 0.35 A.U.), the received

signal strength is normally so weak and fluctuates so

rapidly that the 50 MHz receiver is pushed to or beyond

its accuracy limit. Insufficient sampling rate, heavy

quantization noise, severe instability of the receiver,

and the resultant aliasing errors may distort greatly

the observed scintillation spectra.

2. Due to the genuine change of the turbulence spectrum

form from power-law to exponential around p = 0.35 A.U.

3. Owing to the very strong wave scattering phenomenon

llO



may be affected in a manner (not presently understood)

which is not necessarily an indication that the form

of the turbulence spectrum underwent a similar change.

If suggestion (1) were correct, then one would expect the scintil-

lation spectra to be distorted systematically into an exponential form

as the spectrum signal-to-noise ratio A decreases. As a consequence,

one would expect the percentage of the exponential spectrum to decrease

monotonically from Case l to Case 5 because the instrumental noise

effects becomeless important for spectra having larger values of A.

The percentage results in Table 5.1 indicate almost the opposite:

Case l has the lowest percentage (67%) of exponential spectrum.

Moreover in the region 0 < A < 5 dB in which the instrumental

noise effects are most serious, none of the 7 observed scintillation

spectra is exponential. Five of them are gaussian and two are power-

law.

Based upon the above reasoning together with the fact that exponen-

tial spectra had also been observed previously in the very strong

scattering regime by Cohenet al. (1967), Cohenand Gundermann(1969),

and Rao et al. (1974), it is therefore concluded that the instrumental

noise alone cannot account for the occurrence of these exponential

spectra.

At the first glance, suggestion (2) appears to be quite plausible.

However, this suggestion can also be ruled out by the following argu-

ments. If the shape of the turbulence spectrum Fn(q) indeed changed

from power-law to exponential around p = 0.35 A.U., then not only

the 50 MHz spectra but also the simultaneously observed 423 MHz spectra

should change from power law to exponential in the region p < 0.35 A.U.

Regression results indicate that among 56 423-MHz spectra observed over
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p < 0.35 A.U., 53 (= 95%) of them are still power-law. Further evi-

dence contradicting suggestion (2) comesfrom the multiple-frequency

measurementsby Cohenand Gundermann(1969), who observed that at

higher frequencies the transition into the exponential form occurs

at smaller elongations.

It appears therefore that the exponential spectra result from the

very strong wave scattering phenomenonitself. No interplanetary wave

propagation theory has yet predicted the occurrence of exponential

spectra in the very strong scattering regime.

2. Power-Law Exponent p of Fn(q)

Recall from Sec. IV.D.2 that during those linear regression tests

in which observed scintillation spectra were best fitted by the power-

law model, the slope 9' of the linear regression line was determined.

It was shown in Eq. (4.30) that P' = 9' + l, where p' is the estimate

of the desired parameter p, the power-law exponent of Fn(q). The

means and standard deviations of p' for all cases are listed in

Table 5.2. For instance, in Case l, there are a total of 89 spectra

that can be best fitted by the power-law model; among these, the mean

value of p' is 2.91 and the standard deviation is 0.55. In case 2

there are 86 spectra since we have excluded the three spectra possessing

A < 5 dB. The other three cases are similarly derived subsets of

the original 89 spectra.

After comparing the means of p' for Cases I-5, it becomes clear

that scintillation spectra possessing smaller values of A usually

exhibit smaller values of p'. To illustrate this point, the prob-

ability distributions, the means (shown by vertical arrows), and the

standard deviations o's of p' for Cases l through 5 are displayed
P
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Case

l

2

3

4

5

A

> 0 dB

> 5 dB

> lOdB

> 15 dB

> 20 dB

l

Power-Law Exponent

before Correcting
for the Effect of

Total No.

of Power-Law

Spectra Included

Mean

89

86

71

62

42

S.Do

0.55

0.55

0.47

0.37

0.29

P

Power-Law Exponent

after Correcting
for the Effect of

Mean

3.52

I
! 3.49

3.47

3.50

3.52

2.91

2.92

3.05

3.13

3.21

A

S.D.

0.46

0.44

0.40

0.35

0.29

Table 5.2.

BEFORE
MEANS AND STANDARD DEVIATIONS OF POWER-LAW EXPONENT F (q)

(p') AND AFTER (p) CORRECTING FOR THE EFFECT OF A. n

in Fig. 5.1. As the criterion for the minimum value of A

successively from one case to another, the population of smaller

(_ 2.5) decreases sharply, whereas the population of larger p

remains relatively unchanged. As a result, the mean value of p'

increases

p'

(_>2.5)

increases--while the standard deviation decreases--gradually from Case

2 to Case 5.

An even better way to illustrate the observed decrease of p' with

A is to plot all 89 values of p' versus A as presented in Fig_ 5.2a.

Apparently, there is considerable scatter in p' from day to day. In

Fig. 5.2b the same data are shown averaged over 2.5 dB ranges of A in

order to reduce the scatter. Also shown under each point is the number

of original data from which each of these eleven points is derived. For

instance, the point at A = 3.75 dB respresents the average of 3 values

of p' in Fig. 5.2a over the range 2.5 < A < 5 dB. It should be empha-
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for the average of p' over mutually disjointed regions of A, these

points are independent of one another. Note also that this is differ-

ent from the situation encountered earlier in Fig. 5.1 in which one

case (e.g., Case l) contains data points of another (e.g., Case 5)

such that the resultant means of p' for distinct cases are not

independent. Turning back to Fig. 5.2b, we see that except for the

first two points, which were derived from low-A observations (A <

7.5 dB), all other nine points of average p' appear to increase

almost monotonically with A.

Qualitatively, the decrease of p' with decreasing A may be

interpreted as follows. In practice, the observed scintillation

spectrum Fp(_) is always the sum of the true scintillation spectrum

FI(_) and the noise spectrum FN(_):t

Fp(_) : FI(_) + FN(_)

Consequently, the apparent slope (p'-l) of Fp(_)--when plotted in dB

versus log (_)--is always smaller than the true slope (p-l) of FI(_);

and the smaller the value of spectrum signal-to-noise ratio A, the

smaller p' compared with p.

To determine quantitatively the effect of A on p' (so that

later the true power-law exponent p may be extrapolated from p'),

consider a simplified model in which the noise spectrum FN(_) is

assumed to be white over the frequency band of interest and the true

scintillation spectrum FI(_) is assumed to be power-law for _ _ l Hz:

t Possible noise sources include (1) inherent instrumental noise,

(2) quantization noise resulting from A/D conversion, and (3)

noise introduced during digital signal processing (such as aliasing

errors)_
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FI(_ ) = -(p-l) for _ Z 1Hz

Several resultant observed spectra Fp(_) for p = 3.5

20, and 30 dB are shown in Fig. 5.3. In general, F (v)
P

roughly power-law over a certain fitting region 1 < v < 8 Hz,

with an apparent slope (p'-l) smaller than (p-l). That is,

may be approximated as

and A = I0,

is still

but

Fp(V)

Fp(_) _ -(p'-l) for 1 _ v _ B Hz

According to this model, p' is less than p by an amount that depends

not only on A but also on the end frequency B of the fitting region,

2O

m

lO

0.1 I I0 30 Hz

log

a. A= I0 dB

Fig. 5.3. THE EFFECT OF THE NOISE SPECTRUM ON THE APPARENT SLOPE OF

THE OBSERVED SCINTILLATION SPECTRUM FOR p = 3.5 AND A = I0, 20,
AND 30 dB. Also shown for each case is the estimated end frequency

of the fitting region.
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although the former usually has the far more predominant effect. Because

Fp(v) is inherently curved as can be seen from Fig. 5.3, the value of

B is rather difficult to define analytically. Recall that a similar

difficulty arose earlier with experimental data in Sec. IV.D.I in which

the fitting region for the regression test had to be selected. The

approach of visual estimate with some appropriate guidelines was used

there to choose the fitting region and is used here again to estimate

B. Such guidelines for estimating B include the following:
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(I) The value of B should be chosen such that F (v)
P

appears to be linear or only slightly curved to the

eyes; after _ > B, Fp(U) becomes curved much more

rapidly than before _ < B and eventually approaches

the noise spectrum near _ = y. Recall that [B,y]

was called the "transition region" in Sec. IV.D.

(2) In any case B should always be smaller than 18.3 Hz,

because that is the highest frequency of our observed

scintillation spectra (see, for example, Fig. 4.7).

(3) Spectra possessing larger A should generally have

wider fitting regions or larger values of B.

Three estimated end frequencies B thus obtained are shown in Fig. 5.3.

Once B was determined, a linear least-squares fit was then applied

to each plot of Fp(_) over the fitting region l _ _ B Hz. The

theoretically predicted value of p' was obtained by adding l to the

slope of the linear regression line. For instance, if models are con-

structed with p = 3.5, then the predicted values of p' are 1.9, 2.4,

2.8, 3.1, 3.2, and 3.3 for A = 5, lO, 15, 20, 25, and 30 dB, respec-

tively. These six values of

the curve labelled "p = 3.5"

cedure for other values of p

p' had been used as a basis for deriving

in Fig. 5.4. Repeating the same pro-

from 3.2 to 3.8 led to the other curves.

The effect of noise on the measured slopes is thus determined; each

curve represents (for one value of p) the expected dependence of

p' upon A. For comparison, the mean values of the measured p'

as shown in Figure 5.2b are superimposed upon these curves. It is

clear that p = 3.5 gives the best fit to the observations over the

region A_ 15 dB. Because (1) most of our observed spectra lie in

this region, (2) the observed spectra in this region are more reliable

than those having lower A, and (3) the slopes of the regression lines
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(and consequently the resulting values of p') in this region are

less subject to variations of B, it is concluded that

p = 3.5 + 6 (5.1a)

is the average value of the power-law exponent p for our observed

scintillation spectra, where 6 --to be estimated shortly--is the

uncertainty associated with the determination of the mean exponent P.

As a check on the conclusion p _ 3.5, the effect of noise was

deleted from each of the 89 spectra using the p = 3.5 curve from

Fig. 5.4. This curve can be interpreted as a correction curve, since

it provides predicted exponent p' versus A based upon the assumption

that the true exponent p is 3.5. One can therefore subtract the

predicted p' from 3.5 to determine the correction versus A that

must be applied to experimentally derived exponents. This was done

to all 89 observations and the statistics were re-derived. The results

are summarized in the last column of Table 5.2. It is seen that the

correction brings agreement with p = 3.5 even in cases (such as

Cases I-3) that low-A observations are included. In the most reliable

case (Case 5), the standard deviation Op of the power-law exponent

p is given by

Op : 0.3 (5.1b)

The uncertainty 6 associated with the determination of the mean

is considered to be three times the standard error of the mean:

6 -_ 3o_- -_ 3 • _ 0.13 (5.1c)
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where o_ is the standard deviation of the mean exponent p, and 42

is the total number of spectra included in deriving p and o .
P

Incorporating (5.1c) into (5.1a) leads to

m

p =3.5 + 0.13 (5.1d)

Referring to Table l.l in Chapter I, it is obvious that among all

four scintillation-deduced values of p (4-5, 2.4, 2.6, and 3.5) ours

(3.5) agrees best with the three values of p (3.2, 3.3, 3.55) inferred

from in situ spacecraft measurements. The basis of this agreement is

believed to be due to our use of a man-made, point source instead of a

t
radio star as the source of IPS observations.

3. Magnitude of Fn(V)

In addition to comparing the power-law exponent p, it is of inter-

est to compare the magnitude (or absolute value) of the irregularity

spectrum inferred from our IPS data with that derived from in situ meas-

urements. First of all, a typical intensity-fluctuation spectrum FI(V )

estimated from our IPS data at 423 MHz may be approximated by [cf.

Cronyn (1972a, b)]

Fl(V ) =

c¢2 _2 u,(p-l)

c¢2 _2 vf-(p-l)

; vf < v <_ I0 Hz

;v<vf

(5.2a)

As pointed out in Sec. I.B, IPS observations from a man-made, constant-

amplitude, monochromatic, point source at a known distance within the
IPM are free from such uncertain factors as source-diameter effects,

interstellar scattering, and erratic radiation from natural sources.

124



_ U (= 1Hz at 423 MHz) is defined as the Fresnel fre-
where uf _

quency (Sec. II.C), and c¢2 is a proportionality factor related to

the strength of solar-wind turbulence. Notice that the scintillation

index m may be expressed as [see Eq. (2.57)]

CO

m2 : I FI (_) dv
o

Incorporating (5.2a) into this equation, assuming that FI(_) : 0 for

> lO Hz, and carrying out the integration leads to

m 2
2 -_p-2 (_) _fP-2c¢ p-l

for p > 2. With this value of c¢2, Fi(v)

restated as

in (5.2a) may then be

FI(_ ) : pL_-12m2_fp-2 -(p-l) (5.2b)

for _f -<_ < I0 Hz. Since our IPS data at 423 MHz (_,= 0.709 meter)

-l .5
indicate that p = 3.5, vf -_ l Hz, and m : 0.053 p [cf. Eq.

(5.20)], FI(_) in (5.2b) can further be reduced to

-2.5
FI(_)__ : 1.53 x I0"3 p-3.0 _ ; 1 Hz < v _<lO Hz (5.2c)

According to Cronyn [1972a (loc. cit. Eq. 6b)], the temporal spectrum

Fn(V) of electron-density fluctuations obtained by in situ measurements

is related to FI(_) via

0.9 x 350

Fn(v) = (p-2) U

F (_) _ FI(_) l

,D-l, .2 (el/cm 3) Hz-

F _TI p A

(5.3a)
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where U = solar wind velocity in the x-direction in km/sec

= ellipticity of irregularities along the z (line-of-

sight)- direction with respect to the x-direction

[cf. Eq. (2.40)]

p = proximate distance in A.U.

_,= wavelength of IPS observations in meter

r( ) = Gamma function

Substituting (5.2c) into (5.3a) and letting p = 3.5, },= 0.709 meter,

p l A.U. U = 500 km/sec and C-l= , , = 1.8 [Cronyn (1972a)] yields

Fn(V) 2.15 x lO-3 p-4.0 u-l.5 {350_= X __'_',

: 2.71 x lO-3 -1.5 (el/cm3)2Hz-l; 1 Hz < v < lO Hz

(5.3b)

(5.3c)

as shown in Fig. 5.5. Note that the magnitude of Fn(V) thus deduced

from our IPS data agrees with Unti's (1973) Fig. 5, which may be

expressed explicitly as

3.6 x 10-4 v "1"6 :; Fn(V) < 10 "2 v -1"5 (el/cm3) 2 Hz -1 (5.4)

for p = 1A.U. and 1Hz _ v _ 13.3 Hz. This agreement proves

further the usefulness and efficacy of the IPS technique. While

Unti's in-situ measurements and hence the validity of Eq. (5.4) are

limited to regions of p : 1A.U. from the sun, Eq. (5.3b) gives a

more general formula of Fn(V), which is believed to be applicable

for O.l A.U. _ p _ l A.U. It is interesting to remark that our (5.3b)

also agrees (within a factor of -2

Cronyn's (1972a) result:

at p = l A.U.) with the following

..-3 -4 p _i _ _ 2 -i
Fn('_) = 1.4 x lu - p "'- v ..v (el/cm J) Hz
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B. Fresnel Structure

It has been shown in Chapter II that under appropriate conditions,

the observed temporal spectrum of intensity fluctuations at a single

site--as a result of the screen motion and Fresnel diffraction effect--

will exhibit a sequence of minima (called the Fresnel structure) at

where

v = Vl, v'2vl, V'3Vl, V'4Vl, " (5.5a)

vI : U/v'_z (5.5b)

and z can be uniquely determined from the geometry of the experiment

via (2.19), provided that the "thin-screen" approximation is applicable.

In an attempt to detect the existence of such a structure in our scintil-

lation spectra, 42 spectra at 423 MHz were examined. All these spectra

t
were obtained at times when the lines-of-sight were less than 0.3 A.U.

from the sun. On only eight occasions, the Fresnel structures are con-

vincingly observed. Two such examples are shown in Figs. 5.6a and

5.6b. The arrows indicate the successive positions of theoretical

minima with an assumed first minimum at vI = 2.1Hz, which, along

with V_-z= 222 and 226 km, yields the solar wind speed U = 466 and

475 km/sec for Figs. 5.6a and 5.6b, respectively. As evident from

these two figures themselves, the positions of the theoretical and the

observed minima are in excellent agreement and 466 and 475 km/sec are

said to be the solar wind velocities deduced from these two Fresnel

structures. Note that for such a value of _l (= 2.1Hz), Fresnel

' The thin-screen model is believed to be a more appropriate model

(and hence chances of observing successfully the Fresnel structure

are believed to be higher) for p < 0.3 A.U. than for p > 0.3 A.U.
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oscillations after the 5th or 6th minimum become faster than (or com-

parable with) the resolution bandwidth (: 0.29 Hz--cf. Table G.3) of

the estimated spectra in Figs. 5.6a and 5.6b, and hence are not

detectable.

The relatively infrequent observation of the Fresnel structure

is not surprising, because normally one expects this structure to be

smeared out by integration through the extended medium (i.e., through

different parts of the medium along the line-of-sight, which have

different values of z and Ut ). By the same token, days for which

the Fresnel structure is discernible are believed to correspond to

days on which IPS are caused predominantly by a thin layer (near the

sun) such that z and U in (5.5b) [and hence the positions of the

minima in (5.5a)] are well defined.

Before leaving this section, it is encouraging to remark that all

eight solar wind velocities (inferred from the eight aforementioned

Fresnel structures in the range p = 0.1-0..3 A.U.) lie between 400

and 500 km/sec-, which is of the "correct" order of magnitude as com-

pared with Lovelace's (1970) or Armstrong and Coles' (1972) observa-

tions.

Even if the solar wind has a constant radial velocity, the projected
transverse component of this velocity (i.e., the projected component
of this velocity onto the x-direction) is still different at dif-
ferent points along the line-of-sight.
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C. Correlation Length of Intensity Fluctuations

The temporal width tw of the autocorrelation function Ai(t )

of intensity fluctuations is defined as the time at which Ai(t) falls

off to one-half of its .maximum value:

1
AI(t=t W) = _max {Ai{t)} : ½Ai(t=O)

For the normalized autocorrelation functions Ai(t)

4.9,

shown in Fig.

AI(t) = A{t)/A(O)

max {A(t)} : A(O) : l

A

and tw is just the time at which Ai(t) drops to I/2:

l (5.6)A1(t:tw) =

Multiplying

Iength rw

tw by the solar wind velocity U yields the correlation

(or the apparent scale size) of intensity fluctuations:

rw = tw x U (5.7)

For lack of accurate knowledge on the solar wind velocity U,

assume that U is constant and equal to 500 km/sec. The values of

rw thus derived are then plotted against the proximate distance p,

as shown in Figs. 5.7a (50 MHz) and 5.7b (423 MHz). As evident from

these two figures themselves, the values of rw, ranging from about
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3 to 300 km, increase with increasing p over the small p region

until they reach a certain break point Pb (pbC : 0.55 A.U. and
X

ob : 0.17 A.U.) and then turn over with increasing p.

Before proceeding with further analysis of these r data, it
w

is interesting to compare these two figures with Hewish's (1972)

Fig. 5. According to the gaussian model as invoked by Hewish

to interpret his Fig. 5, the value of rw in the weak scattering

regime is proportional to the true scale size of the solar wind tur-

bulence and hence is independent of the observing frequency.

If this is true, then our rw data obtained over p _ 0.75 A.U. by

t
simultaneously transmitting 50 and 423 MHz through the same solar

wind region should be the same (or at least very comparable) at both

frequencies because the unknown solar wind velocity in (5.7) will be

just the same multiplying factor for r _ and r #_'. It can be
W W

clearly seen from Figs. 5.7a and 5.7b that our data strongly conflict

with this viewpoint. Furthermore, Hewish concludes that the "true"

scale size of the solar wind turbulence, or equivalently (i.nthe

language of gaussian model) rw in the weak scattering regime,

increases.approximately linearly with p, whereas our data manifest

almost the opposite: rw decreases sharply with p in the weak scat-

tering regime (p _ 0.55 A.U. at 50 MHz and p _ 0.17 A.U. at 423 MHz),

Because both in situ spacecraft measurements and the results of

our regression test (Sec. A) greatly favor the power-law model, in

what follows, an attempt will be made to interpret our rw data in

accordance with the power-law model.

TIT

For most of our IPS data, the ray path difference due to regular
refraction will be only on the order of a few hundred km or less.

Both the characteristic and the velocity of the solar wind are not

expected to change appreciabiy within such a sma]l sca]e.
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Perhaps the most striking feature of Fig. 5.7b is the turn-over of

rw with p from the weak to strong scattering regime, which, to the

author's knowledge, is being experimentally reported for the first time

for the IPS. Fortunately, the decrease of rw with decreasing p (or

increasing turbulence) in the strong scattering regime has been theoret-

ically predicted by Lovelace (1970) [and also by Rumsey (1975)] who dem-

onstrate that the width of the intensity spectrum increases with the

strength of the turbulence in the strong scattering regime]. According

to Lovelace (1970),

2

r _ _ B p-2 (5.8)
W

where B is equal to the scintillation index m in the weak-scattering

limit (B2 << l)

B : m (5.9)

and m itself is a function of X and p:

m _ _X pC (5.10)

As will be seen in Sec. C, our experimental results indicate that

X -_0.8 (5.11)

and ¢ = -I.5 (5.12)

Combining equations (5.8) - (5.12) and, for simplicity, neglecting the

radial dependence of v_ over the range of p of interest t results

Accordinq to the geometry of the experiment,
^

from p = 0.08 A.U. to p = pb_ = 0.55 A.U.

v_ varies less than 20%
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in the theoretical prediction of

rw : _ p-2 (5.13)

On the other hand, two visual fits to the empirical data--as shownby

the two straight lines in Figs. 5.7a and 5.7b--yields

p2.2rw = go0 km;

A' p2.2
rw = 6600 km;

0.08 < p < 0.55 A.U.

0.08 < p < 0.17 A.U.

(5.14a)

(5.14b)

which implies an empirical relation of

2.2
r. = _-0.93 p (5.15)
W

Comparing the theoretical prediction given by (5.13) with the empirical

relation given by (5.15), one may equate

1.6 3

0.5 - p-2 p-2
>, and p

in (5.13) to

_-0.93 and p2.2

in (5.15), from which it follows that

and

p = 3.12 (5.16a)

p : 3.36 (5.16b)

respectively. These two values of p thus inferred are compatible with

P = 3.5 ± 0.13 and Op = 0.3 (Sec. A.2) derived directly from least-

squares fitting to the scintillation spectra, implying that based on the
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power-law model in the strong scintillation regime, the decrease of r
W

with decreasing p (or increasing turbulence) may be attributed purely

to the effect of strong scintillation (without the necessity of invoking

the change of intrinsic scale size).

Notice that if one sets X in (5.11) to be l, as was concluded

by Hewish (1972) and Rickett (1973) from other empirical data, then

the value of p in (5.16a) will be replaced by

p = 3.47 (5.16c)

which is in good agreement with (5.1d). Nevertheless, if one sub-

stitutes, instead, the theoretical prediction [cf. (2.-58) or (5.28)]

X "P--_ (5.17)

for (5.11), the corresponding value of p in (5.16a) becomes

p = 4.15

which then appears to be too large in comparison with the value of p

given by (5.1d). This discrepancy, however, probably results from the

t
failure of (5.17) , the theoretical prediction of the wavelength

dependence of m, rather than from that of (5.9), for (5.9), when

combined with the empirical value of × (either 0.8 or l), provides

a satisfactory interpretation of our dual-frequency

strong scattering regime.

There remains to be interpreted the decrease of

ing p in the weak scattering regime.

r data in the
W

r with increas-
W

Using a semi-quantitative

t The failure of the power-law model in predicting × will be discussed

in detail in the next section.
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approach, Jokipii and Hollweg (1970) have derived [see also Matheson

and Little (1971)] that r w in the weak scattering regime is of the
/

order of ¢_z/2_ 2 [see Eq. (2.55)]:

provided that

_'o < 2_ < L°

(5.18)

where _o = inner scale of turbulence

Lo = outer scale of turbulence

O(x) = the order of magnitude of

To check the validity of (5.18), r
W

_Xz/2_ 2 in Fig. 5.8a (P > 0.55 A.U.)

A
and rw

and 5.8U

are plotted versus

(P > 0.35 A.U.),

where z is derived from the geometry of the experiment via (2.19).

Before commenting, it should be pointed out that for most cases shown

in these two figures, the radio paths are far away from the sun

(p 2 0.5 A.U.) and/or the spacecraft is close to the earth such that

the thin-screen model may not be a good approximation (i.e., there

may not exist a dominant scattering region of thickness << z).

As a result, V_z/2_ 2 in (5.18) cannot be well defined, and its

true value could differ from what is plotted in Figs. 5.8a and

5.8b by a factor of 2-3. Keeping this uncertainty in mind, one

may conclude that the theoretical prediction (5.18) based upon the

power-law model is compatible, within the same order of magnitude

as indicated by (5.18), with our observed r data in the weak
w

scattering regime.
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D. Scintillation Index

I. The Radial Variation of Scintillation Index

The upper and the lower limits on the scintillation index

m at 50 and 423 MHz are plotted versus p in Figs. 5.9-5.12a.

Because for most indices, the upper limit and the lower limit differ

by less than about 20% and do not appear to possess different trends,

only the upper limit will be considered in the following discussions.

The radial dependence of m in the weak scintillation regime

(m < l) is of great interest because the radial dependence of the

strength V_N of solar wind turbulence may be inferred from the

radial dependence of m via Eq. (2.58).

m "" ./K.,L z _. (5.19)

!
I
!

I

where L is the effective thickness of the medium and KN is related

to Fn(q) , the power spectrum of electron density fluctuations by

Fn(q) = KNq-P

Because (5.19} is applicable only for weak scintillation, it is advis-

albe to neglect m_ (Fig. 5.11) in the region p < 0.55 A.U. and m_

(Fig. 5.12a) in the region p < 0.17 A.U. As evident from Fig. 5.11,

m_ rises so sharply to = l over the short region of l A.U. > p >

0.75 A.U. that its variation with p cannot be deduced. Fig. 5.12a,

on the other hand, indicates a clear dependence of m_ on p in the

weak scintillation regime (p Z 0.17 A.U.). Suppose for the following

two reasons that m_s in the "very" weak scintillation regime
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(p > 0.75 A.U.) are also discarded:

I.

.

X
In the very weak scintillation regime, m is normally

very small (_O. li and therefore it is difficult to

measure accurately.

In this regime, there may not exist a dominant scatter-

ing region (along the propagation path) of thickness

L << z such that the thin-screen model, from which

(5.19) is derived, is well-defined.

X
Then, consider only m over the region 0.17 A.U. < p < 0.75 A.U.

in Fig. 5.12a. Several slopes from p-l.4 to p-l.6 are shown,

and it appears that

m = 0.053p -I'5-+0"I (5.20)

would give a reasonable fit. Substituting (5.20) into (5.19) and

neglecting the constant multiplying factor XP-_ yields

p-2

v/-KNL z 4 _ p-l.5-+O.l

Letting, for example, P = 3.5 results in

p-2
4 0.375

z = z (5.21)

From the geometry of our experiment, it is learned that for 0.17 A.U. <

O. 375
P < 0.75 A.U., z hardly changes more than about 25% and as a

first approximation may be regarded as a constant. To illustrate this

point, Table 5.3 tabulates some values of p along with the correspond-

f_ RT_ _.
ing values of z..... Jnus,
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Pass No. Date p, A.U. z0"375, km0"375

I0 I0 April 1970 0.41 839

II 30 May 1970 0.41 865

12 29 Aug. 1970 0.38 856

14 21 Oct. 1970 0.24 842

17 27 Oct. 1970 0.22 842

73 13 July 1971 0.18 868

75 25 July 1971 0.20 859

77 9 Aug. 1971 0.24 848

79 13 Aug. 1971 0.25 845

80 14 Aug. 1971 0.26 842

81 15 Aug. 1971 0.27 842

82 16 Aug. 1971 0.27 842

83 3 Sep. 1971 0.34 825

84 9 Oct. 1971 0.48 791

86 2 Nov. 1971 0.56 780

87 5 Nov. 1971 0.57 780

88 23 May 1972 0.65 749

89 7 July 1972 0.72 609

Table 5.3. SOME VALUES OF p ALONG WITH THE CORRESPONDING VALUES OF
z0.375.
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0

KN L _ p-3.0 -+0.2 (5.22)

Assuming the effective thickness L is proportional to p [Cohen and

Gunderman (1969), Cronyn (1972a)] gives rise to

or

-4.0 _+ 0.2
KN _ p (5.23)

VXN _ p-2.0 + O.l (5.24)

which implies that the radial dependence of the root-mean-square electron

density fluctuation, No(P), follows approximately an inverse-square law:

-2
No(P) _ p (5.25)

In contrast to most observations made by using radio stars as

sources [see, for example, Cohen et al. (1967), Cohen and Gundermann

(1969), and Rickett (1973)],neither Fig. 5.11 (50 MHz) nor Fig. 5.12a

(423 I_z) reveals a systematic turnover of the scintillation index

with decreasing proximate distance (although there is indication in

Fig. 5.11 that the scintillation index increases with decreasing prox-

imate distance at a much slower rate after it exceeds about l). More-

over, our scintillation index at 423 MHz is about a factor of 6 higher

than that at 430 MHz observed by Cohen et al. (Fig. 5, 1967) using

3C 273 as the source. Both discrepancies stated above may be attributed,

at least partly, to their use of finite sources (radio stars), instead

of a point source, which are subject to angular diameter effects (Sec.

II.I).
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Another experimental evidence sustaining this point of view

comes from IPS observations of the pulsar CP0950 (which may be

regarded as a point source) at 318 MHzby Zeissig and Lovelace

(1972). According to Fig. 12b, which is reproduced from Zeissig

and Lovelace's Fig. 3, there is again no turnover of m with decreas-

ing p. Furthermore, a comparison between Figs. 12a and 12b shows

that at a fixed p < 0.75 A.U., both indices are in rough agreement

within a factor of about 2--even though their saturation value (= 0.7)

of the scintillation index is slightly too low in comparison with the

theoretically predicted value (= l).

2. Scintillation Rate Versus Scintillation Index

Define the scintillation rate _s as

v = ± Hz (5.26)
s tw

where tw in seconds is the width of the autocorrelation function

Ai(t) of intensity fluctuations defined in (2.53). Figs. 5.13

and 5.14 show the relationship between m and vs at 50 and 423

MHz, respectively. Similar to Figs. 5.5 and 5.6, there are trends

of turnovers. In the small scintillation index {m S 0.8) region,

because of the Fresnel filtering and the decrease of the Fresnel

frequency, the scintillation rate vs decreases with the scintil-

lation index m. For m _ l, strong scattering plays an impor-

tant role, and the scintillation rate _s is seen to increase
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with the scintillation index, t Therefore, one may draw, on the basis

of the above results, two interesting conclusions about IPS observed

at a fixed frequency:

I • In the weak scintillation regime, stronger scintilla-

tions are associated with slower scintillation rates,

whereas

2. In the strong scintillation regime, stronger scintilla-

tions correspond to faster scintillation rates.

To the author's knowledge, such turnover behavior of vs (Figs• 5.13 and

5.14), like the turnover behavior of r in Figs. 5.7a and 5.7b is also
w

being experimentally reported here for the first time.

1
Finally, the wavelength dependence of _s (_r--) can be easily

w

inferred from the wavelength dependence of r in (5.18) and (5.15):
W

and

l

s~v_ -

S

in the weak scintillation regime

in the strong scintillation regime

3. Wavelength Dependence of Scintillation Index

As mentioned earlier in Sec. C, the wavelength dependence of the

scintillation index m in the weak scintillation regime is still a

contested point. The main problem is that simultaneous observations

of m at widely separated frequencies, all in the weak scintillation

t Recall that the increase of the scintillation rate v. (or the

increase of the spectral width of the scintillation s_ectra, or

the decrease of the scintillation period tw) in the strong
scintillation regime had been theoretically predicted by both

Lovelace (1970) and Rumsey (1975) using a power-law, thin-screen
model.
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regime, would unavoidably involve measurementsof extremely small

m at higher frequencies; accurate measurementsof small m are

often very difficult.

Hewish (1971, 1972) has selected published scintillation indices

at four widely different frequencies [81.5, 178, 611, and 2695 MHz,

obtained independently by Hewish and Symondsat Cambridge (1969),

Harris and Hardebeck at Arecibo (1969), and Bourgois at Nancay (1969)]

and derived that

m _ _l.O + 0.05
(5.27)

over a 30:I range of wavelength, in the weak scintillation regime.

He stressed that (5.27) is not compatible with a power-law spectrum;

me reason is that according to power-law model in the weak scintilla-

tion regime [see (2.58)]

p+2
m_ 4

(5.28)

and in order for (5.28) to be consistent with (5.27), the power-law

index p has to be

p:2 (5.29)

which is too small in comparison with almost all published esti-

mates of p. Further, using the linear wavelength dependence law

(5.27) as the most direct evidence, he [and also Buckley (1971)]

proposed a turbulence spectrum containing two distinct components to
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reconcile the scintillation data and the in situ spacecraft measure-

ments made by Coleman (1968) and Intriligator and Wolfe (1970):

one with large scales of ~lO 6 km having a power-law form, and the

other with small scales of~lO 2 km having a gaussian form.

Hollweg and Jokipii (1972) examined the same data utilized by

Hewish, plotted mu I'25 and m_ against the proximate distance,

drew individual smooth curves through the data at each frequency,

and argued that within the uncertainties t of the data

was as good as

exponent

m c: _.

m = _1.25 (5.30)

Note that (5.30) corresponds to a power-law

p- 3.0 (5.31)

which is in agreement with Intriligator and Wolfe's (1970) spacecraft-

based observations. Rickett (1973), however, pointed out that Hollweg

and Jokipii's mu I'25 result was not independent of frequency at a

fixed proximate distance, and by analyzing mostly the same data he

claimed that

m _ _I.0 ± 0.15 (5._2)

would be an unbiased fit of these data.

Although Hewish's suggestion that small-scale irregularities (on

the order of lO2 km) responsible for IPS possess a gaussian

t
The uncertainties arise mainly from the fact that these indices were

measured at different times and at different elongations.
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spectrum has been shownto be inadequate on the basis of both Untf's

(1973) in situ spacecraft measurementsand our scintillation spectra

results (Sec. A), the wavelength-dependence law of m still remains

as an unsettled problem. In what follows, an effort to shed light

on this problem, using our simultaneously observed scintillation indices

at 50 and 423 MHzfrom a man-madepoint source, will be presented. First

of all, let X denote the exponent of the wavelength-dependence law of

m in the weak scintillation regime:

m _ >X (5.33)

Recall that because of the presence of some received intensities below

the minimum detectable level, only the lower limit mL and the upper

limit mU of m at each of our frequencies are known. Therefore, the

(the lower limit of
lower limit XL of X maybe determined from mL

m at 50 MHz) and mu_/(the upper limit of m at 423 MHz) via

\XL

and, similarly, the upper limit XU of

(the upper limit of m at 50 MHz) and

423 MHz) via

X may be determined from mu_

mLX (the lower limit of m at

mu xu Xu
m_ = = 8.5 (5.35)
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The values of XL and XU thus obtained are plotted vs the proximate

distance p in Figs. 5.15 and 5.16, from which we have excluded those

cases when:

(1) m_>__l (corresponding to strong scintillation at 50 MHz)

(2) m2 < O.Ol at 50 MHzor O.OOl at 423 MHz(corresponding to

less reliable values of m in view of the minimumresolv-

able magnitudes of the correction factors in Figs. 4.12
and 4.13.

(3) the lower and upper limits of m at either frequency

differ by more than a factor of 1.5 (corresponding to
m of great uncertainty)

(4) m is derived from data collected during calibration

curve experiment in Sec. III.F (corresponding to times

when the Stanford receiver is often pushed to its

operational limit)

Although instrumental limitations preclude our obtaining accurate values

m !

of m and hence of X, all XL s in Fig. 5.15 and most XU s in

Fig. 5.16 are consistently below I. A straightforward calculation of

the mean and standard deviation over the total of 17 data points yields

XI_ = 0.77 ± 0.13

XU = 0.79 ± 0.15

These are even somewhat smaller than Hewish's and Rickett's

(5.36)

(5.37)

x=l

and are in serious conflict with a thin-screen, power-law model having

exponent of turbulence spectrum p _- 3.5 (Sec. A), which according

p+2 1.4.
to (5.28) predicts X = 4 =

The above discrepancy calls for the need to investigate further

(both experimentally and theoretically) the scintillation dependence

upon wavelength. One theoretical approach which appears to be rewarding
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4-

is to include the multiple-scattering effects' as proposed by Yeh and

Liu (Ig75), who have found that multiple scattering tends to weaken

the frequency dependence of m so that the exponent × is reduced

from p+2
4 "

E. Correlation with Integrated Electron Content along the Ray Path

It is generally believed, but not previously measured, that enhanced

interplanetary scintillation is associated with enhanced electron content

along the ray path, because the energy available to generate instabili-

ties is proportional to the mean plasma density for a given temperature

anisotropy [Houminer and Hewish (1972)]. To check if such a belief is

indeed true, the integrated electron content I (Sec. Ill.H) is plotted

vs simultaneous measurement of m (or mu'_--to be more precise)

along the same propagation path in Fig. 5.17. The linear line

I _ m (5.38)

seems to give a rather good fit within the scatter of the points, and

therefore suggests that IPS observations can be used to monitor the

electron content along the propagation path.

To further examine, for a given p of ray path, whether the increases

(or decreases) or I and m above (or below) their averages are also

related, define the averages of I and m (at a given p) as

T = 1.136 • s . 1018 el/m 2 (5.39)
p

- -I .5
m = 0.053 p (5.40)

t Note that the thin-screen model is effectively a single-scattering

model.
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where

S = the earth-sun-Pioneer angle in radion

p : the proximate distance of the ray path in A.U.

While (5.40) is simply an empirical equation based upon (5.20), it

can be easily shown that (5.39) is in fact derived from

Pioneer

T = 7.6 x 106(1.495 x loll)/ p-2

earth

dz (5.4l)

i.e., from the assumption that the mean electron density of the solar

wind, with its value at the earth equal to 7.6 el/cc, are inversely

proportional to the square of the radial distance from the sun. Based

on these two definitions of T and m, Fig. 5.18 illustrates I/I

vs m/m. The strong correlation between I/T and m/m confirms the

important conjecture that in the solar wind, enhanced scintillation is

closely associated with regions of enhanced electron content (or elec-

tron density) along the line of sight. A careful reexamination on

this figure appears to suggest that our data points fall intotwo

slightly different groups (one over the upper left half, and the other

over the lower right half, of the figure), implying that there may

exist two slightly different scattering regimes.

According to Houminer and Hewish (1972, 1974), some of these

enhanced density regions may be identified with the compression

regions located at the interface between fast and slow solar-wind

streams corotating with the sun, and by observing IPS of the regions

to the east of the sun, it has already been possible to forecast (up

to 6 days in advance) the arrival at the earth of solar wind sectors

of enhanced density:
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Chapter VI

CONCLUSIONS AND RECOMMENDATIONS

The existing theory of IPS, based upon the so-called thin-phase-

screen approximation, for both weak and strong scintillation regimes

has been reviewed and applied to interpret IPS data collected at

Stanford during the period 1968-1973. These IPS data were acquired

by radiating simultaneously 50- and 423- _z CW signals from Stanford's

150-ft. parabolic antenna to the sun-orbiting Pioneer 9 spacecraft in

the interplanetary space and then telemetering back to the earth.

The closest distance of the line-of-sight to the sun ranges from

O.l to l A.U. Experimental apparatus and procedures of data reduction

have been described in considerable detail. The inherent ambiguities

of the previous IPS data, obtained from observations of quasars or

pulsars, were pointed out; and the advantages of the present experiment,

stemming mainly from the use of a man-made, point source, were empha-

sized.

Because the scintillation spectra (i.e., the power spectra of

intensity fluctuations) tell directly the structure of small-scale

irregularities, they have been carefully estimated and tested for three

possible hypothetical forms: power-law, exponential, and gaussian.

The logic of a computer program devised to perform such tests was

presented, and results of these tests have led to two major conclusions.

First, the suggestion of a gaussian micro-structure of interplanetary

electron-density fluctuations by Buckley (1971) and Hewish (1971, 1972)

is incompatible with the observed spectra. Second, the spatial power

spectrum of small-scale electron-density fluctuations at heliocentric

distances O.l-I A.U. from the sun follows a power law with mean
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exponent p : 3.5 ± 0.13 and standard deviation _p : 0.3. This

mean value of the power-law exponent p agrees better with the in

situ spacecraft measurements near l A.U. than any other scintillation-

deduced values of p (cf. Table l.l), indicating that IPS observa-

tions from a man-made, point source are probably superior to those

from radio stars in yielding definite information about the structure

of the interplanetary inhomogeneities.

The strong resemblance between the power spectrum of interplanetary

magnetic-field fluctuations, reported by Coleman (1968), and that of

interplanetary electron-density fluctuations, deduced from our scintil-

lation data and other in situ spacecraft measurements, appears to sup-

port plausibly the belief that interplanetary magnetic-field lines are

essentially frozen-in to the medium. It is well known that in a per-

fectly conducting fluid, the magnetic flux lines are frozen into the

fluid [see, for example, Cambel (1963) and Sechadri (1973)]. Because

the solar wind is highly conducting with a very large magnetic Reynolds

number, it is generally believed that magnetic fields present in the

interplanetary space are frozen-in to the plasma [Ness (1965), L_st

(1965), Brandt (1970)]. If this is indeed true, then one would expect

the power spectra of magnetic-field and electron-density fluctuations

to possess the same form such that Kraichnan's (1965) hydromagnetic

turbulence theory, which predicts a power-law magnetic-field spectrum

of exponent p = 3.5, may be invoked to account for our scintillation-

deduced, electron-density spectra. According to Kraichnan's theory,

instabilities first develop at long wavelengths [e.g., as a result

of large-scale differential streaming in the solar wind--as suggested

by Coleman (1968)] and then cascade down to smaller scale sizes via
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nonlinear interactions and equipartition between magnetic and kinetic

energy.

We have demonstrated that in cases of very strong scintillations,

the observed scintillation spectra tend to be exponential rather than

power-law. We have also shown that neither the instrumental effects

nor the genuine changes of the turbulence spectrum forms alone can

explain the occurrence of these exponential spectra. It appears that

these exponential spectra are caused by the very strong wave scattering

phenomenon.

Of forty-two 423-MHz scintillation spectra analyzed, all in the

range p = 0.I-0.3 A.U. and having frequency resolution 0.3 Hz, only

eight appeared to have discernible Fresnel structures. The eight

solar wind velocities inferred from these structures lie between 400

and 500 km/sec, which are in agreement with the results reported by

Lovelace et al. (1970) and Armstrong and Coles (1972). It would

certainly be desirable to extend the present single-site experiment

to multiple-site observations, so that the solar wind velocities

simultaneously determined by the Fresnel-structure method and by the

cross-correlation method [e.g., Hewish et al. (1966), Vitkevich and

Vlasov (1970), Ekers and Little (1971), Watanabe et al. (1971),

Armstrong and Coles (1972)] may be precisely compared. A valuable

by-product of multiple-site observations is, of course, to yield

information about the ellipticity of the diffraction pattern and

therefore that of interplanetary irregularities.

The radial dependence of the correlation length rw has been

shown to be compatible with the power-law model of exponent 3.5;

however, the wavelength dependence of rw and that of the scintilla-

tion index m remain unexplained. It is hoped that improved multi-
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frequency experiments (e.g., simultaneously at I00, 200, 400, 800, and

1600 MHz) with well-calibrated 7eceivers and further theoretical work

(e.g., taking into account the effect of multiple scattering) will help

to clarify this question in the near future.

Although the scintillation index m, calculated from out point-

source data and corrected for receiver noise effects, tends to saturate

around l in the strong scintillation regime, no systematic turnover of

m with p has been observed. This is in contrast to most previously

published results using quasars as sources, but agrees well with the

theoretical prediction. The radial dependence of m, m _ p-l.5, in

the weak scintillation regime was interpreted as a manifestation of

-2.0
AN _ p , AN being the rms electron density fluctuation.

The cross correlation analysis between the integrated electron

content I and m has disclosed that not only these two parameters

but also their deviations from means are approximately linearly related.

This suggests that IPS measurements from an appropriate point source

provide an important method for monitoring the density and density

fluctuation of the solar wind. A profitable extension of the present

experiment would be more frequent observations, so that the relation

of IPS to the solar activity [e.g., Vitkevich and Vlasov (1972)] and

to the corotating sectors of enhanced density [see, for example,

Dennison and Wiseman (1968), Houminer (1971), Watanabe et al. (1972),

Houminer and Hewish (1972, 1974)] ma% be studied on a day-to-day basis.
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Appendix A

SIMPLIFICATIONOFTHE INTEGRALQ

To simplify the following integral:

LI2 (LI2
Q =_-L/2 dX_-L/2 dy

f(x-y)

we transform the variables from (x,y) to (o,B) by letting

and

o=x-y

B : 1 (x+y)

In terms of new variable o and B ,

1
x=_o+B

y:-lo+B

dx dy = B _x,y) d_ dB =

a (o,B) ax ax

a-E

ay ay
ac_ a8

do dB =

l

2

-l

do.dB = d_ dB

and the integral Q becomes

:fL/2

Q %L/2
f(cx) do
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where, as illustrated in Fig. A.I,

and

-L - 2B ; -L/2 -_ B < 0_I = _ _-L + 2B ; 0 < B < L/2

IL + 2B ; -L/2 < B < 0
O[ 2 = - -L - 2B ; 0 < B < L/2

If f(_) is an autocorrelation function having correlation length

(i.e., If(e)l z 0 for a > _) and if _ << L, Q can be approxi-

mated by

f'/24 Q z d da f(a) = L da f(a)
-L/2 -_

which completes the simplification.
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Appendix B

PROCEDURE OF DERIVING RECEIVING ANTENNA PATTERNS

Because the Stanford receiving system on board the Pioneer 9

spacecraft was originally designed for the purpose of interplanetary

electron-content measurement, not for IPS study, the receiving antenna

patterns at 49.8 and 423.3 MHz were not measured prior to launch

(although certain on-ground measurements of small-scale model patterns

were made during the design phase of the receiving antennas). As a

consequence, the receiving antenna patterns could only be derived from

in-flight Format D data (Sec. Ill.D). In doing so, one of the major

difficulties encountered arose from the fact that Format D data is not

a measure of input signal power S i, but rather is a measure of input

signal-to-noise power ratio Si/N i, where both

tions of the receiving antenna pattern A(_b,O)t.

may be expressed as

Si and Ni are func-

In particular, Si

Si = • Ni = A(_U,B=O) I = A(_b,O=O) (B.l)

where I (assumed to be constant for days when IPS are negligible) is

the arrived signal power (or intensity) at the spacecraft, and e is

set to zero because the signal source, earth, is in the plane of

ecliptic.

Fortunately, a rough estimation indicates that

(Ni)max :

(Ni)mi n 0.3 dB (49.8 MHz) or 0.2 dB (423.3 MHz)

t See Fig. u.i Tur uu_,,,,_,u,,_ u, _,,= a,,_,=o =,,,, _.
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which is much smaller than

(Si)ma x [A(_,e=O)]ma x
= = 4 dB (49.8 MHz) or

(Si)min [A(_,e=O)]mi n

7 dB (423.3 MHz)

Therefore, Nio,

as a constant

the zero-th order approximation of Ni, may be regarded

Nio = N = constant

to yield Sio

and A(_U,B=O) :

and AO($,B=O), the zero-th order approximations of Si

Sio : Nio _ AO(_,O:O )

Format D output

(B.2)

Note that (D.4c) may be used to determine the constant of proportional-

ity for AO(_,8=O ) in (B.2). Furthermore, the assumption (see the

footnote on p. 18g)

A(_),e#o) = A(_,e=O) (B.3)

along with (D.4b) enables the computation of AO(_,O_O ) from

AO(_),B:O).

Once Ao(_,e ) is known, the first-order approximation Tl of the

total received noise temperature T can then be calculated via pro-

cedures described in Sec. III.G to give rise to Nil, the first-order

approximation of Ni [see (3.13)]:

Nil = kBTl (B.4)
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Replacing Nio in Eq. (B.2) with Nil (and later with Ni2, Ni3, . . .)

and iterating the process between Eqs. (B.2) and (B.4) results in

AI(¢,O) [A2(¢,B), A3(_,O), . .]. A more detailed description of such

a procedure is illustrated by the flow chart in Fig. B.l, where subscript

n (= l, 2, 3, . .) denotes the n-th order approximation. Note that

Format D data on 9 Feb. 1969 (ninety days after launch) was chosen as

the base record for deriving receiving antenna patterns because 9 Feb.

196g was the date on which Pioneer 9 spacecraft was very close to the

earth (: 0.14 A.U.), IPS effect appeared to be negligible, and the

arrived signal intensity I was steadier than any other days.

As n increases, An(_,O) at either 49.8 or 423.3 MHzconverges

so rapidly that for all values of _ and e,

Ilo log A7(_,O ) - lO log A6(,P,e) I _< lO -4 dB

A7(_,e) in dB A6(_,e) in dB

or, equivalently,

l - 2 x lO"5 < A7(_'B) < l + 2 x lO-5

- A6(_,e ) -

Thus, the seventh order patterns A7_(_,O) and A7h'(_,e) at 49.8 and

423.3 MHz respectively were selected to be the final receiving antenna

patterns, whose values in dB, in the ecliptic plane (i.e., 0=0), are

shown in Fig. 3.4. A detailed listing of these values is provided in

Tables B.l and B.2, where all numbers are read from left to right and

then top to botton. For example in Table B.l, A_(_=l °) = 3.7337 dB

A_(_=8 °) = 3.5461 dB, A_(_=9 °) = 3.5070 dB, etc.
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I FORMAT D PROCEDURE

DATA ON CALIBRATION ON P. 69

9 FEB 1969 CURVE (SEC. IV.A)

An_i(_, PROCEDURE Tn Ni n
IN _

i SEC.m'.G

I
I
I
I

kB

SPIN
PERIOD

SUPERIMPOSE i
Sin _ AND I

AVERAGE I

EQS.
AND (D.4b)

EQ. (D.4c)

i

Fig. B.l. PROCEDURE OF DERIVING RECEIVING ANTENNA PATTERNS.
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:..7337 3.7167 3'. 6963 3.6726 3.64?6 3.6155 3.5823 3.5461

3,.5070 3.4650 _,4199 3.3682 3.3177 3.2566 3.1970 3.13F0

3.0700 2,oq78 2.923P 2.8478 2o7701 2.6902 ?.6078 2.5242

2,4396 2,3546 2.2682 2.1@17 2,0950 2.0087 l,g21g 1,8358

1.7502 1.6_o 1.5826 1.5003 1.4190 1.3414 1.2652 1.1912

l.ll':;g l. C513 0.98.57 _.. g22g 0,86.38 O. 807R 0.7557 0.7071

0.6623 0,6218 0.¢8¢I 0.5_2o C. 5244 C. R COS 0.4809 0.4661

0.4.554 0,4495 O. 4t, 80 0.4512 0.4.5°0 0.4712 0.4881 0.5092

0.5351 O. 564o O, 5gq4 0.e3_7 C. 68C3 0.7266 0.7770 0.8309

0.8883 0.9493 ].0131 1.0804 1.15P2 1.2239 I. 2q77 1.375!

I.4544 I. 5_53 1.A178 1.7015 1.7R64 1.8713 1.9570 2.042q

2,1290 2.2140 2, 29_7 2,3825 2.4_54 2.5471 2.62.69 2.7052

2,7814 2,8558 ?.9255 2, 9Q41 3,0590 3,1212 3.1802 3,7.357

3.2837 3.32.84 3.3699 3.4077 3.4421 3.472Q 3.4998 3.5227

3,5409 3,.c542 3,563g 3, .=698 3,5720 3.5704 3, .56_0 3,5.559

3.5430 3,5265 3.50A2 3.4803 3.4503 3.41.65 3.3788 3.3376

3,2c;27 3,2444 3, 1929 3. 1357 3,0727 3,0065 2,9374 2.865R

2,7906 2.7116 P.610_ _, 5_.73 2.4623 2.3757. 2.2867 2.1q71

2.1066 2.014o I. g225 1.8300 1.7377 1.6451 1.5531 1.4618

1.3717 1.2828 1.1956 I.II00 1.0263 O. 94_.6 0.8653 0.7884

0.7140 0,. 6422 0.5731 O. 5_70 0.44_6 n. 3_32 0,3257 0.2711

0.2193 0.1703 O. 12t_l 0.0804 0.0_I -0,0000 -0.0370 -0.0733

-0.1082 -O.l_Ig -0.17t+6 o.orl_5 0.00.°5 0.0210 0.0352 0.0523

0.0727 0,,0963 0.123_ 0.154+1 O. IBP_ O. 22f-7 O, 2A_6 0.3143

0.3637 0.4167 0.4734 0.5336 0.5973 0.6641 0.7340 n.8_70

0.8826 0.°608 1,0413 1.1240 1.2087 1.29&9 1.3824 1.4711

1.5607 1.6_09 1.7415 I.R320 1.92P4 2.0]17 2.1002 2.1877

2,273g 2.3579 ?. e. 3og ;_. 5700 2, 5978 2.6730 2,745l 2.8144

2.8807 2.g_37 3.002 = 3.0569 "_.107& 3. 15_7 3. 1978 "A.2370

3.2721 3.3014 "_. 3253 3.3t,53 3,361 t* ?. 3774 3._815 3.=q5 _

3.3856 ?.3817 3._73R 3. __6__1 ?.3465 3, 3272 ?. 3042 3.2777

3.2475 ?.2141 3.1771 3.1341 3. 0877 3.03_3 2.q_60 2.9300

2.R731 2.8130 2.7404 2.6833 2._15 _, 2.5_,5o 2.4749 2.4026

2.3288 2.25_3 2, 1793 ?. 1040 2.02e5 1. °;52t+ 1.8768 1._020

1.7279 1.E5(,7 I. F82_ 1.5118 1,4429 1.37_q 1.3111 1.2488

1.1889 1.131 c) 1.0777 1.0266 0.9788 O. g34& 0.8936 0.8564

0,_)230 0,7936 G.7679 O. 74_'S O. 72qi 0,7159 O, 70_0 0,?02 _-

0.7020 0,7061 0.7142 0,?269 0,7436 0.764g O, 7gO0 0,8196

0,8528 O, Pg03 0.9717 0.9765 1.02 =', I. 077& 1.1331 l.lg17

1.2.537 1.3183 1.3858 1.4557 1.5282 1.602A I. 67c0 1.7577

1.8367 1.9172 I. 0q_.5 2.0810 2. 163_ 2.2466 2.32°2 2.4120

2.4941 2.5758 2.6_63 2.7357 2.81',I 2.8909 2.9648 3.0362

3.1059 3.1732 3.2394 3.2968 3.3516 3.4035 3. _,527 3._Oql

3.5424 3.57q9 3.6130 3.6434 3.67C= _.6g44 3.7150 3.7373

3.7462 3.7568 3. 763o 3.7674 3.7677 3,,7644 3.7576 3.7474

Table B.I. 49.8 MHz RECEIVING ANTENNA PATTERN AE(_,Q=O °) IN dB,

FOR _ = l° TO 360 ° IN STEPS OF ONE DEGREE.
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2-_J346 2,57G2 _.7142 2.9210 2.6617 2. E7_6 2.68_(,
2.5674 2,6931 2,8075 2.3394 2.4nll 2.55_5 ?.7613
3.2421 2.79 a'; 2. 7946 2. 7914 2, 7902 2, A_57 3, 0313
2.9416 2,9822 3.0256 2. 9178 2.84 7"_ 2.8_74 2.7070
2.6638 2.6416 2._R18 2.3245 2.1671 2.5074 2.5039
2,4226 2.4094 2. _gl6 q 2.384_ 2.3227 2,2570 2. 1916
2,1426 _,3091 1,9517 I, g0_4 I, 866_ 1,8257 1,6802

1,3815 1,0937 1,I186 1.1426 0,9864 1,096_ I, 2063

I,I099 O, 9824 O, 8412 0,8274 C, 8186 0,8006 0,5620

0,6739 0,591l. O, z...590 0,3262 0,5893 O, 3334 O, 3325

0.3251 0.3240 0.3244 0.6666 O, 1497 -0,3648 0.1o03
-0,1451 -0,3110 -0.4494 -0,_._.68 -0,723._ -0.4g_6 -0, q543
-1.5357 -1.8854 -2. ?567 -1._352 -1.8398 -1.8_49 -1.8475
-2,1052 -I, 941_ -I,6005 -1,4664 -1,3512 -0,9492 -0,8631

-0,7758 -0,6633 -0,5z,.93 -0,4_06 -O. IgR2 0.0366 0.2628

0,2575 0,3743 0,5203 0,5624 0,6017 O, 8030 O, _703
0,9417 0,9149 0,8818 0, P526 0,9357 0,9983 1,0592

1,0188 0,9!04 1,3144 1,2248 I,,.1202 1,0390 1,1393

1,3326. 1,4655 I.'233 I. :_64 1.3518 1,2315 1,231 a
1.5377 1.5P31 1.6324 1.6o_8 1.8241 !,95n8 1,6237
1,85_5 1,0993 2,0565 2,1212 2.189 _ 2. 2582 2, 32_4
2,4734 2,5397 2. b08R 2.6872 2.7541 2,8204 2.8903

3,0276 3,1010 2,9852 3, 3232 3, _472 3,378 _. 3,3829

3,8797 3,8742 ',, 8677 3.8672 3,8999 3,9338 _. 9708
4,4266 4,_725 4. 35_7 _,,_.!I 3 _..4684 _,2274 4.2308

4,2372 4.4_16 4.2_37 _. 0044 4, 0=_13 3. P5_4 3. 6477
3,-_755 3,20.71 2.8571 2,5071 2,2283 2,0012 2,1684

1,9292 1,8553 1,7020 I, 5_,78 1,5471 1,4845 1,4204

1,5380 1,502] 1.4692 1.429_l 1.5307 1.62oo 1,2236
1,4721 1,5916 I, 74_9 1.9002 2, 06_8 I, 9849 2,1017

2,1392 2,_063 2,4717 2._567 2,6915 2,8272 2,9582
.:,21 39 3,_34_ 3,0515 3,1705 3, 2779 3,z_262 3,377k

3.8831 3.8800 3.8772 3.lR7_ 6 3.9471 3.9628 _.9748
3.9852 _,. OROR _.P51_ 3,,9650 4.0783 4.1377 4.0771
3,8475 3,9746 3,9139 "_,8 529 _,q2F7 4,0067 4,0839

I.,9135 3,8208 1.7230 3.661 2 ._, 6005 3,540R 3,6922
3,2562 3,0773 3.]1_ 3,1504 2.87C7 2,7818 2,6893
2.4559 2.287(, 2.11_I 2.5_,n6 2.]05R I, 7054 ], 8841
1,7511 I,_826 1,72_4 1,76q4 I. R060 2.01_9 I, 75S9

1,7326 I, 77_.I 1,8106 1.5845 1.5885 1.6114 1.6252

1,8091 1,8126 I,_]27 1,6022 1,5927 I,F210 1,3625

0,9946 0.8990 O, 79"81 0.6962 0.5642 0.6502 0.7361

0,7409 O, q1 08 0,4057 O. 5807 O, 750_ 1,0007 O, o232

0,7945 0,o312 1,2505 1.5661 1.3457 1,463l 1,5742

1,9399 2,209_ 1,66o5 2,2098 2,1702 2,1342 2,2148

2,7067
3.0015
3,2063
2.6.854
2,.=027
1.9845
1.5321
1,2300
0,6183

0,6759

0,0241

-I .43 O_
-2.2700

-0,77t,._+
0.1429
0,9_00

I,II93

1,2365
1.229P
I, 7"_93

2,3g78

2.0_03

3,38a6
4,_775
A,2317
_, 5_40

2.0483
I,_552
1,3491

2,2220

3.0912

3.3289
3,8870
4,0740

4,0096

3.4809

2.5957

1,8188
1.505_

1.8q5n
1,2059

0.570o

0,8580
1,673_

2,5236

,m

./
Table B.2. 423.3 MHz RECEIVING ANTENNA PATTERN A"(_,O=O °) IN dB,

FOR _p : 0° TO 359 ° IN STEPS OF ONE DEGREE.
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Appendix C

DIGITAL ERRORS OF A/D CONVERSION DUE TO THE SUN PULSE

As was pointed out in Sec. III.D, the occurrence of the sun pulse,

unlike the sampling of the sampler, is not controlled by any timing

signal from the spacecraft telemetry subsystem; the sun pulse is

energized (and hence the Format D output is quashed) whenever the sun

sensor of the spacecraft points to the sun (approximately once per sec-

ond). As a result, the quashing of the Format D output takes place

asynchronously with the subsequent A/D conversion, thereby creating

digital errors at the output of the A/D converter. This appendix is

intended to give a brief account of these errors.

Recall from Secs. III.D and E that each Format D output is trans-

formed by the A/D converter into a 6-bit binary number and then appended

with a parity-check bit to form a 7-bit telemetry word. The relation-

ship between the word rate pulse and bit rate pulse is shown in Fig.

C.l [see Fig. B.2 of Koehler (1965)], where Tm (m = l, 2, . ., 7)

denotes the time at which the ith bit shifts to the (i+l) th bit.

The process of A/D conversion is carried out by a 6-bit s.uccessive-

approximation converter, t In general, the operation of a k-bit

successive-approximation converter can be mathematically described

as follows. Let x designate the analog input to the converter and

blb 2 . . bk be the binary output, bI and bk being the most and

least significant bits, respectively. During the time interval

Tm_ l < t < Tm of the m-th bit conversion, the converter supplies--

via an appropriate feedback circuit--a reference voltage v for
m

t See Cadzow and Martens (1970) and Peatman (1972) for discussions of

the so-called successive-approximation method.
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WORD (OR SAMPLING) !
RATE PULSE I I I

BIT RATE II!111 I I Will
TO TI TZ T3 T4 TS TS TO TIT 2 To

III

Fig. C.I. RELATIONSHIP BETWEEN WORD AND BIT RATE PULSES.

comparison with x. The value of the m-th bit bm is then given by

i I if x Z vm at t = Tm. l

bm = ; m = I, 2, ., k (C.l)

IO if x < vm at t = Tm. l

where vI = 2k-I (C.2)

and

+2 k-m if x _ Vm_ l at t = Tm_ 2= ; m = 2, 3, .., k (C.3)

Vm Vm-I -2 k-m if x < Vm_ l at t = Tm_ 2

Under normal operating conditions, the sample-and hold circuit holds

the values of x constant over the entire period of each conversion

(i.e., over TO <t < Tk) so that the resulting binary output blb 2

bk can approximate x with an accuracy of the value of the least signif-

icant bit (LSB). An example for k --6 and x = 23.5 is illustrated in

Fig. C.2, where the values of vm are derived from Eqs. (C.2) and (C.3).

Based on Eq. (C.I), Table C.l lists the resultant values of b and the
m

corresponding reasons. Note that blb2b3b4b5b 6 = OlOlll has a decimal

value of 23, which is approximately equal to x (--23.5).
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Fig. C.2. VALUES OF vm UNDER NORMAL OPERATING CONDITION FOR x : 23.5.
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bm Reason

b1 = 0 23.5 < v1 = 32

b2 = l 23.5 > v2 = 16

b3 = 0 23.5 < v3 = 24

b4 = l 23.5 > v4 = 20

b5 = l 23.5 > v5 = 22

b6 = l 23.5 > v6 = 23

Table C.l. THE VALUES OF b FOR k = 6 and x = 23.5.
m

During the occurrence of the sun pulse, the Format D output (or

the input to the A/D converter) is quashed down to the base line (which

has a decimal value of l) for a duration slightly longer than two tele-

metry-word time (Sec. Ill. D). Because the sun pulse is triggered when-

ever the sun sensor points to the sun, this quashing could take place

any time--before (or after) a certain conversion begins (or ends),

thereby interrupting the normal operation just described in the above

paragraph. Consider first the effect of such interruption near the

tail edge of the sun pulse. As an example, suppose the clock time T t

of the tail edge is given by

T2 < Tt < T3 (C.4)

and, again, the value of the Format D output (before. quashing)

x = 23.5 ; To < t < T6 (C.5)

After quashing, the input to the A/D converter can be expressed as
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l ; To < t < Ttx = (c.6)

23.5 ; _t < t < T6

as shown in Fig. C.3, where the values of vm are again derived from

Eqs. (C.2) and (C.3). Based on Eq. (C.l), Table C.2 lists the resultant

values of bm and the corresponding reasons. Note that this time the

Format D data (i.e., the output of the A/D converter as indicated by

Fig. 3.6) blb2b3b4b5b 6 = O00111 has a decimal value of only 7, which

no longer approximates the value (23.5) of the Format D output and

hence should be regarded as an error caused by the sun pulse. In fact,

the above discussion can be easily extended to show that for T2 <

Tt < T3 and any x in (C.5) greater than 7, the Format D data is

always O00111 (= 7). Carrying out this argument further for other

values of Tt leads to Table C.3, which summarizes all possible errors

of Format D data due to the effect of the tail edge of the sun pulse.

As evident from Fig. C.3, the tail edge of the sun pulse usually tends

to affect bits near (and including) the most significant bit.

bm Reason

bI = 0 x = l < vI = 32 at t = To

b2 = 0 x = l < v2 = 16 at t = Tl

b3 = 0 x = l < v3 = 8 at t = T2

b4 = l x = 23.5 > v4 = 4 at t = T3

b5 = l x = 23.5 > v5 = 6 at t = T4

b6 = l x = 23.5 > v6 = 7 at t = T5

Table_vC.2._nIrTHE_ VALUES OF bm FOR T2 < Tt < T3, WITH x GIVEN
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Resultant Format D Data
Conditions That Could Be in Error

Tt ..... x bIb2b3b4b5b6

To < zt < Tl x >- 31 0 l l l l l (= 31)

Tl < Tt < T2 x > 15 0 0 l l l l (= 15)

T2 < zt < T3 x > 7 0 0 0 I l l (= 7)

T3 < T t _<T4 x > 3 0 0 0 0 l l (= 3)

T4 < T t ._ T5 x > l 0 0 0 0 0 l (= l)

Table C.3. EFFECTS OF THE TAIL EDGE OF THE SUN PULSE ON FORMAT D DATA.

The effect of the leading edge of the sun pulse on Format D data

is in general less severe than that of the tail edge just described,

because normally only bits near (and including) the least significant

bit will be affected. Consider for example the case when the clock

time T_ of the leading edge is given by

T2 < T_ ! T3

and the Format D output before quashing is again

(C.7)
!

= <t<T 6x 23.5 ; To _

After quashing, the input to the A/D converter becomes

(c.8)

X "_

I 23.5
1

; T O <__t < T_

; _ < t < T6

(c.9)

Based on Eqs. (C.I)-(C.3), it can be shown easily that vI = 32,

v2 = 16, v3 = 24, v4 = 20, v5 = 18, v6 = 17, and blb2b3b4b5b 6 =

v,uuuu _- ,oj. Let D denote the decimal value of the Format D data
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blb2b3b4b5b 6.

give rise to

Further considerations of other values of x in (C.8)

8 if 8 < x < 16

16 if 16 < x < 24

24 if 24 < x < 32

32 if 32 < x < 40

40 if 40 < x < 48

48 if 48 < x < 56

56 if _ 56 < x < 63
!

(C.IO)

In other words, D is always a multiple of 8 (or b2b5b 6 = 000) if

x > 8 and T2 <T_ < T3. This result can be readily generalized to

the following: For Tm_ l < T_ < Tm, the Format D data D is always

a multiple of 26"m if x >26"m. Particularly, when T4 <T_ < T5.

D is always a multiple of 2 (i.e., D is even) if x >_2. Because

these values of D for m < 5 could differ from the expected values

of D (which always approximate the values of x to accuracy of l)

under normal operation, they should also be regarded as errors from a

conservative point of view. Note that all these possible errors are

even.

In summary, if any Format D datum before (or after) the sun pulse

has an even value (or one of the following values: 31, 15, 7, 3), then

it could be an error ensuing from the asynchronism of the sun pulse

with the A/D conversion. During wild-point editing of data reduction

(see Fig. 4.1 and p. 65), all these possible errors are discarded.
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Appendix D

RECEIVEDCOSMICNOISETEMPERATURET c

can be obtained by_ and Tc%As pointed out in Sec. III.G, Tc

convolving the receiving antenna patterns with the radio sky maps at

49.8 and 423.3 MHz, respectively. Because the spin axes of the receiving

antenna patterns are perpendicular to the ecliptic plane (Sec. Ill.C),

it is desired for simplicity of numerical convolution that the radio

sky maps are plotted in an ecliptic coordinate system (Fig. D.l), in

which the ecliptic is the reference plane and the coordinates are ¢,

the celestial longitude measured eastward in the ecliptic plane from

the vernal equinox, and e, the celestial latitude measured northward

7T

(0 < 0 <__) or southward (- _< 0 < O) from the ecliptic plane.

POLE OF
ECLIPTIC

NORTH POLE
OF EARTH

SUNSENSOR AXIS
OF PIONEER 9

VERNAL EQUINOX

I

r

PLANE OF ECLIPTIC

Fig. D.l. ECLIPTIC COORDINATES AND DEFINITION OF 4.
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Unfortunately, almost all the radio sky mapsavailable are shownonly

in equatorial or galactic coordinates. As a consequence, conversion

of these maps into ecliptic coordinates is necessary before they may

be directly utilized.

Tc_ and TcX, Kraus' (1966) 250During actual evaluation of

MHz radio sky map of brightness temperature distribution Tb(_,6 )

in equatorial coordinates (_,6) was adopted and transformed into

ecliptic coordinates (qb,O). The formulae relating (_,6) to

(¢,0) are

cos 6 cos _ = cos O cos @

cos 6 sin _ = cos 0 sin @ cos _ - sin @ sin

sin 6 = cos 0 sin @ sin E + sin 0 cos

where = right ascension

6 = declination

c = the obliquity of the ecliptic with respect to
the earth's equator = 23.5 °

Tb(¢,O)t, the brightness temperature distribution of the radio sky at

250 MHz in ecliptic coordinates, thus attained is then frequency-scaled

by using Tb _ -2.32 as the scaling law [see Fig. 4 in Chap. 27 of

Reference Data for Radio Enqineers (1968)] to result in

_49.8_ -2"32
Tb_(¢,O) = Tb(@,O) x _250 I (D.l)

and

(423.3_ "2-32
T/(¢,T) = Tb(@,T) x _ 250 ! (D.2)

Because the earth-spacecraft distance is sufficiently small compared

with the galactic dimensions, Tb(@,O ) observed at earth is also

applicable to the receiver on board the spacecraft.

Q

o
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Convolving Tb_(¢,e) and Tb (@,e) with the receiving antenna patterns

A_(_,B) and AX(_,e) t gives rise to the received cosmic noise

temperatures T _
c and Tc wanted:

27 //2 (D.3)

SoY2w 2 T/(¢,o)A (_:¢+,y,O)cos O de do (D.4a)
T/(_Oy) = I ¢: 0:-_/2

f
Recall that lO loglo A_(,,O=O} and lO loglo A_V/,O=O), i.e.,

receiving antenna patterns in dB in the ecliptic plane, were shown

in Fig. 3.4. For lack of knowledge, A_($,0#O) and A_v;,o#O) are

assumed to have the same normalized patterns as A_(,,O=O) and

A_O,O=O), respectively, such that

,l.-- A_(*'O#O)d* = 2--_ A (v;,o_O)d, = 1.64
2_ ,=0

cos2(_ sin O)

cos 2 0

= power pattern of a half-wave dipole

(D.4b)

Notice that this equation along with

2_ l 2_

2_ f A_'t*'°-O)d*=_ f AX(*'o=O)d*= l'6a (D.ac)
0

= gain of a half-wave dipole in the 0 = 0° plane

assures that

1 2_ _12 1 27

--f47 -_2 A_(*'O)c°s O dO d*=4-_ f0 _//2 AA(,,O)cos 0 do d, = l
- 2

the conservation of total power radiated when the antennas are used

for radiation.
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where, as defined in Sec. Ill.C,

= 1_ngitude measured, with origin at Pioneer 9, counterclock-

wise (when looking from the north ecliptic pole) in the

ecliptic plane from the axis of the sun sensor

and _y = _ of the vernal equinox (Fig. D.l)

As the receiving antenna patterns spin with period =l second (Sec. Ill.C),

Sy and hence Tc_($y) and Tc_($y) change recurrently with the same

period. After numerically integrating (D.3) and (D.4), it is found

that for _y = 0° to 360 ° (i.e., for one whole period of spacecraft

rotation),

5440 °K < Tc_(_by) < 5920 °K (D.5)

/ 49.8 _-2.32
is of order _423.31 = 143 higher than

Z_

36 °K < Tc-(_by) < 43 °K

-2.32
thereby agreeing with the frequency scaling law

(D.l) and (D.2).

used in

(D.6)
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Appendix E

RECEIVEDSOLARNOISETEMPERATURETs

In view of the fact that (a) solar radio emission is a complex,

fast fluctuating phenomenonand (b) no measurementsof this phenom-

enon were madeat times of taking Format D data in the direction of

the spacecraft, it is concluded that only an estimate of Ts is

possible. Luckily, as will be seen soon, Ts is muchsmaller than

other noise temperatures (except when intense solar radio bursts occur)

and therefore plays a relatively unimportant role.

The radio emission from the sun has three distinct components

[Kundu (1965)]: (a) the quiet sun component, due to thermal emission

in the solar atmosphere; (b) the slowly varying component, due to

thermal emission in regions of high electron densities and magnetic

fields that exist in the vicinity of sunsports and chromospheric

plages; and (c) the rapidly varying component, due to burst-radiation

from all levels of the solar atmosphere. The quiet sun component is

a background component remaining at a constant level for periods of

months or years. The regions generating the slowly varying component

(or, for short, the S-component) may persist over several solar

rotations; thus, as the sun rotates (in the samedirection as the

earth's daily rotation and annual revolution) with period 27 days, the

S-component observed at the earth is expected to exhibit a 27-day

periodicity.

Finally, the rapidly varying component, generally associated

with solar flares and characterized by great variability and complex-

ity, may only last over intervals of seconds, minutes, or hours.
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The solar radio flux density has been measured daily at a number

of frequencies ranging from lO0 MHzup to 15.4 GHzby various ground

observatories, with its daily mean F tabulated in IAU (International

Astronomical Union) Quarterlz Bulletin on Solar Activity. An auto-

correlation analysis of F has revealed that it tends to recur

periodically with period =27 days over several solar rotations; more-

over, the rotation of the sun along with its active regions (from

which the S-component originates) is thought to be responsible for

this recurring tendency [EI-Raey and Scherrer (1972)].

Adopting the above result (i.e., 27-day periodicity), choosing

available data of F at frequencies closest to 49.8 and 423.3 MHz,

and using an appropriate frequency-scaling law [see Kraus' (1965)

we have derived Td _ and T_Fu for each set of ourFig. 8-21],

Format D data, where

Td_ and Td _" the apparent disk (or brightness) temperatures

of the sun observed in the direction of the

receiver, on the date of taking Format D data,

at frequencies 49.8 and 423.3 MHz, respec-

tively.

Analogous to (3.24) and (3.25), the received solar noise temperatures

(referred to the receiving antenna terminals) are

27 _/2

Ts_(_s) - 1_ f f Td_(¢,e)A_(_=¢+_s,e) cos e dO de

_0 0:-'rr/2

S

4_
_ _ A_

TdC (_s,O:O) (E.l)

and
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TsK(¢s _' X X) =_T d A (¢s'B=O) (E.2)

where

_S' = _S X (] PS = 6.8 x 10-5 x (l steradian (E.3) '

is the solid angle subtended by the radio sun at the receiver aboard the

of the sun (Fig. D.l), and PS is the

As evident in (E.l) and (E.2), Ts_(¢s )

spacecraft, Cs is the

Pioneer-to-sun distance, and

TsX(¢s ) are, except for constant scaling factors, identical to the

receiving antenna patterns in the ecliptic plane A_(¢s,B=0) and

AA(¢s,8=0), respectively. Due to the spin of the spacecraft, Cs'

Ts_(_s), and TsX(¢s ) [like Cy, Tc_(¢y), and TcX(¢y)] are all

periodic functions of time with period equal to that of the spacecraft

rotation (= l sec). Typically,

Ts_(_s) -_20 °K (E.4)

TsX(¢s ) = 10 °K .(E.5)

Both are much smaller than other received noise temperatures and there-

fore are less important. -.
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Appendix F

ON COMPUTATINGTHEAUTOCORRELATIONFUNCTIONOF INTENSITYFLUCTUATIONS

In order to save the computational time required, the autocorrela-

tion functions of intensity fluctuations are computed using FFT (fast-

Fourier transforms). The basic idea is originated from the fact that

the product of the DFT (discrete-Fourier transform) of any periodic

sequence and its complex conjugate is equal to the DFTof the circular

autocorrelation function of the sequence. To verify this point, con-

sider a real, periodic sequence x(nT) of period N with its N-point

DFT X(k_) defined as

where _ = 2___
NT "

tion that maps

X(k_) = DFT{x(nT)} :

N-l

x(nT)e -jRTnk (F.l)
n=O

Then, there exists an inverse DFT (IDFT), a transforma-

X(kC2) back into x(nT):

N-l

x(n_) = IDFT{X(k_)} = 1 _]
k=O

X(k_)e j_Tkn (F.2)

As evident from (F.l) and (F.2), both the sequences X(kR) and x(nT)

are periodic with period N samples. It is also evident from (F.l)

that X(k_) may be determined exactly from just one period of x(nT).

Using (F.I) and (F.2) gives rise to

=l N-l
IDFT{X(k_)X*(k_)} _ _E] X(R_)X*(k_) ej_Tkn

k=O

.k_=O _ x(rT)e-J_Trk x s_=O x(s%)e j_Tsk ej_Tkn
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N-l N-I llN-I eJ2_k(n+s_r)/Nl: x(rT)x(s )
r=O s=O k=O

(F.3)

Applying the orthogonality relationship [see, for example, Brigham (1974)]

_I eJ2_k(n+s_r)/N : 6(n+s-r) (F.4)
k=O

to (F.3) yields

N-I

IDFT{X(k_)X*(k_)} : R C(n_) =
x s=0

X(ST)X(ST+nT)

= the circular or periodic autocorrelation

function of X(ST) obtained by circularly

correlating X(ST) with itself (F.5)

C

which is the desired result. The direct evaluation of Rx (nT) =
N-l

X(S_)X(ST+nT) for all n = O, I, 2, . .., N-I requires N2

s:O

real multiply-add operations, while the indirect evaluation of

RxC(nT) via calculating IDFT{X(k_)X*(K_)} = IDFT{IDFT[x(sT)]I 2}

requires only on the order of 4Nlog2N complex multiply-add opera-

tions if N is a power of 2 and if the FFT algorithm is employed to

compute the DFT and the IDFT. t Therefore, for moderately large N,

say N greater than l,O00, the indirect evaluation results in a

dramatic saving (greater than 92 percent) in computational time.

m

t
The FFT algorithm is a highly efficient method for computing the DFT
and the IDFT of a series of discrete data samples. If the series

consists of N = 2P samples, then only about Nlog2N = ND complex

multiply-add operations are needed to compute all N associated
DFT or IDFT coefficients. Many fine texts and papers dealing with

FFT have been written. Some of the more recent include Brigham

(1974), Rabiner and Gold (1975), and Oppenheim and Schafer (1975).
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Notice that the "noncircular" (or aperiodic) autocorrelation

function of the x(s_) sequence is defined by [see also (4.10)]

N-n-1

Rx(r_) :l _. x(sT) x(sT+n_) (F.5)
s=O

which can be easily proved to be related to the circular autocorrela-

tion function RxC(nT) defined in (F.5) by

RxC(n-r) = (N-n)Rx(nT) + nRx(NT-nT ) (F.6)

as illustrated in Fig. F.l. The effect on R_C(nz) of adding zeros

to x(sT) is to spread apart the two portions of RxC(nT). In

particular, suppose N zeros are appended to form the new periodic

sequence

x'(sT) :

x(sT) 0 < s < N-I

0 N< s< 2N-l

(F.7)

of length 2N; then, the circular autocorrelation function of the new

sequence becomes

Rx'C(nT) =
I (N-n)Rx(nT)

0

(n-N)Rx(2NT-n_)

0 < n < N-l (F.8a)

n = N (F.8b)

N+l _<n < 2N-l (F.8c)
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_f(N'n)Rx (n'z') /_

\ nRxCN'r'- n'z')_//!

-- II

Fig. F.I. TWO PORTIONS OF A CIRCULAR

AUTOCORRELATION FUNCTION RC(nT).

)-(-

Fig. F.2. SPREAD OF RC(nT) WHEN N ZEROS ARE APPENDED TO X(nT)
X
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as depicted in Fig. F.2. If the length of the original sequence

N and hence the length of the new sequence 2N are powers of 2,

Rx,C(nT) can be computed via FFT, thereby yielding Rx(nT ) through

(F.8a) at high (FFT) speed. If N and hence 2N are not powers

of 2, then the original sequence x(sT) could be augmented with

Nz(N < Nz < 2N) zeros until N + Nz reached a power of 2. The new

sequence

x"(sT) =

x(sT) 0 -< s _ N-I

0 N < S < N+Nz-I

(F.9)

has an autocorrelation function

Rx,,(nT) =

(N-n)Rx(nT) 0 _ s _ N-l (F.10a)

0 N _ s _ Nz (F.lOb)

(n-Nz)Rx(NT+NzT-nT) Nz+l _ s _ Nz+N-I (F.10c)

which can, again, be calculated via FFT to yield Rx(nT ) through

(F.10a) at high speed.

Basically, the preceding computational method can be applied directly

to AI(kT') [defined in (4.11)] to efficiently obtain the "non-

circular" autocorrelation function of intensity fluctuation RAI(nT' )

desired. However, because the original IPS data are interspersed

(l) regularly with sun pulses and experimental information and (2)

occasionally with spurious values (due probably to loss of signal in

the transmission link or failure of the equipment), there are gaps

in the data, and these gaps have to be replaced by some reasonable
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values before the FFT of the data maybe taken. "t A numberof replace-

ment schemeshad been considered, none of which appears to be fully

satisfactory.

Recall from Sec. III.D that the Format D output was fed into a low-

pass filter of bandwidth lO Hz before being sampled; as a result, the

frequency spectrum of I(kT') and hence of AI(kT') is expected, and

later confirmed by analysis, to have a bandwidth less than about lO Hz.

In the time domain, this implies that I(kT') and AI(kT') are primar-

ily composedof sinusoidal componentsof periods greater than about 0.1

second (: 3.7 T'). Thus, theoretically speaking, if the data gap is

shorter than 0.1 second or so, it maybe replaced with samples obtained

by linear interpolation between the existing data without introducing

serious distortions. [In fact, linear interpolation was also the scheme

employed by Cohenet al. (1967) in replacing their missing data of IPS

observations.] However, if a data set contains gaps longer than 0.1

second, linear interpolation will be misleading, and the best treatment

is simply not to use that data set at all.

In summary, the autocorrelation function of intensity fluctuation

RAI(nT') [or, equivalently, the autocovariance function of the inten-

sity AI(nT')] is calculated via the following steps:

I. Check the data gaps in a given set of clean IPS data I(kT').

2. Discard the whole set of data if it contains any gaps longer

than about O.l second, or if it does not, replace the gaps by

t

linear interpolations between the existing data.

3. Computethe average (of the interpolated data), T, and

subtract T from the interpolated data to obtain

Setting I(kT')'s in the gaps equal to zeros would generate ungenuine
discontinuities in the data, thereby resulting in an erroneous spectrum
when the FFTof the data is taken.

200



no

the intensity fluctuation AI(kT') = l(kT') - T, k : o,

l, 2, . ., N -I.

Append Nzt zeros to the sequence AI(kT') such that

(N + Nz)

5. Compute

6. Compute

N+Nz-l.

7. Preserve only the first

multiply each point by

n = 0, l, . .., Nm- I.

is a power of 2¢ to form a new sequence AI'(nT').

S(k_) = FFT {AI'(nT')}, k = 0, l, . .,N + N - I.
Z

RA_, (nT') = IFFT {S(k_)}, n = 0, 1 , . . .,

c (nT') andNmt points of RAI,

(N + Nz)/(N - n) to yield RAI(nT'),

t

¢

In general, if only the first Nm(<N) values of the noncircular

correlation function RAI(nT') [i.e., RAI(0), RAI(T'), ..,

RAI(N m - l)] are wanted, then the number of zeros appended

Nz 3 Nm will suffice. The reason is that augmenting AI(kT')

with Nz zeros will cause the second portion of the circular auto-
c

correlation function RAI(nT') to be spread apart from the first

portion by NzT'(_ Nm T'), which is enough for obtaining the first

Nm points of RAI(n_') unbiasedly.

Although some FFT subroutines do not require the length of the

input data to be a power of 2 [e.g., Singleton's (1969) FFT sub-

routine], maximum computational efficiency is always achieved when

the length of the data is a power of 2.
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Appendix G

ONCOMPUTINGTHE POWERSPECTRUMOF INTENSITYFLUCTUATIONS

I. General Considerations

Mathematically, the power spectrum Fi(v ) of intensity fluctuation

AI(t) (which is assumed to be stationary) is defined as the Fourier

transform of the autocorrelation function RAI(t) of intensity fluctua-

tion:

FI(V) = I RAI(t) e-J2_vt dt (G.I)

where t denotes time. As evident from the above equation, precise

determination of Fi(v ) would require RAI(t ) and in turn AI(t)

to be available continuously over infinitely long duration (from -_

to ®). This requirement is, of course, physically impossible to

fulfill. In most practical cases, only a sample function t of the

random process over a finite duration is observed. Furthermore, in

order for the observed function to be processable by a digital computer,

it must first be passed through a sampler (or an A/D converter) and

transformed into a finite, discrete time series consisting of sampled

values of the original function. Any power spectrum estimated from

such a finite, discrete time series is inherently contaminated by at

least two types of errors: leakage and aliasing.

Leakage arises from the fact that the original function and hence

its digital samples are known only for a finite time interval (time

truncation). The sharp discontinuity in the time domain due to this

t
A random process is composed of an ensemble of time functions; the

individual time functions are called "sample functions" of the random

process [see, for example, Wozencraft and Jacobs (1965)].
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truncation is expected to produce additional frequency components or

sidelobes in the frequency domain. As a consequence, the original

concentration of energy at a certain frequency will be smeared or

"leaked" into the sidelobes.

Contrary to leakage which is caused by the fact that the observed

function is time-limited, aliasing ensues from the fact that the

observed function is not band-limitedt; consequently, sampling must

creat errors t. Generally speaking, if the sampling rate for a con-

tinuous waveform is 2vs, then frequency components originally below

_s in the continuous waveform will appear in the spectrum of the

sampled waveform as they ought, while all components above u will
s

fold over into the frequency band between 0 and _s and appear as

impersonations of aliases. For example, a component at n_ +
s

i_ < _s ) in the original waveform will appear in the spectrum of

the sampled waveform as an alias (1) at _s - _ if n = l, 3, 5,

., or (2) at _ if n = 2, 4, 6, This shifting (or fold-

over) of high-frequency information into lower frequencies (arising

from sampling at too low a rate) is usually referred to as aliasing.

BecauSe of these two intrinsic errors and, furthermore, because

only a sample function AI(t) of the random process A:i(t) is

Because time-limiting and band-limiting are mutually incompatible
[see, e.g., pp. 97-98 of Carlson (1968)], the observed function
which is time-limited cannot be band-limited.

The well-known sampling theorem (Nyquist criterion) states that

when sampling a continuous waveform, the sampling rate must be

at least twice the highest frequency present in the continuous

waveform for the continuous waveform to be completely character-
ized by the sampled waveform. Thus, for a continuous waveform

which is not bandlimited, the sampling rate would have to be

infinitely fast in order to satisfy this criterion, and any finite

sampling rate would inevitably result in errors.
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observed, the power spectrum FI(_ ) can merely be estimated approx-

imately at best. Assuming that Ag(t) is an ergodic process, i.e.,

a random process for which ensemble (or probability) averages are

equal to time averages, then all its statistics can be determined

from a single sample function. However, since the sample function

AI(t) is always available only over a finite duration (5 30 seconds

or so), the following question arises immediately: can 30-second data

of AI(t) provide a statistically meaningful estimate of FI(_)?

First, recall from Chapter II that most of the intensity fluctu-

ations are caused by turbulent eddies about the size of the first

Fresnel zone _ (= 800 km at 49.8 MHz or 250 km at 423.3 MHz for

most Format D data). As the solar wind moves across the propagation

path at a speed = 350 km/sec, AI(t) received at the spacecraft

during 30 seconds will contain the effects resulting from about 15

(at 49.8 MHz) or 40 (at 423.3 MHz) Fresnel-zone-sized scatters, which

appears to be barely enough for yielding a statistically meaningful

estimate of FI(_). Although the above discussion has left an impres-

sion that the longer the data record, the better the statistical

estimation, one must, on the other hand, realize that the nonstation-

arity of the interplanetary medium would tend to impose an upper limit

on the maximum usable length of the data.

Based upon estimation theory, a variety of methods have been pro-

posed for power spectrum estimation. [See, for example, Blackman and

Tukey (1958), Welch (1967), and Oppenheim and Schafer (1975).] But

before proceeding with any method, there is one more preliminary

question to be considered: How serious is the aliasing error present

in the data to be analyzed?

205



The answer to this question is exceedingly important, for failure

to adequately examine this question first can make the entire subsequent

computation worthless or frequently, even worse, produce completely mis-

leading results. Clearly, if the aliasing error is too heavy, then the

appearance of the power spectrum will be dominated by this error _ rather

than by the physical phenomenonto be investigated; consequently, it

will be pointless to go any further.

Insofar as Format D data are concerned, recall again that the signal

is fed through a low-pass filter (or "guard filter," or "anti-aliasing

filter," in digital-signal-processing terminology) of bandwidth lO Hz

before being digitized. At sampling rate 36.6 sample/sec, any aliasing

effects would involve only componentsof frequencies greater than 18.3 Hz

(which is greater than the lO Hz bandwidth of the pre-sampling low-pass

filter) and hence are not expected to be too serious.

2. Power Spectrum Estimate by the Blackman-Tukey Method

Of the various techniques for power spectrum estimation, the so-

called Blackman-Tukey method (1958) has been most widely adopted in the

field of interplanetary scintillation studies. [See, for instance,

Cohen et al. (1967), Cohen and Gundermann (1969), Intriligator and Wolfe

(1970), and Unti et al. (1973).] When applying this method to our

Format D data, the procedures for estimating the power spectrum FI(_)

of intensity fluctuations can be briefly outlined as follows:

t
For example, if the spectrum of a continuous waveform is believed

to spread out up to l kHz with substantial amplitude and if the

sampling rate for this continuous waveform is only 20 Hz, then the

spectrum of the sampled waveform (from 0 to lO Hz) will look nothing

like the original spectrum, but the original spectrum (from 0 to l

kHz) folded one hundred times over into the frequency range
0 < _ < lO Hz.
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• Let AI(kT'), k : O, I, . ., N-l, be a zero-mean,

N-point sequence of intensity fluctuations, where T'

is the time interval between adjacent samples, and let
t

RAI(kT' ), k = O, l, . .., m , be the autocorrelation

function of the intensity fluctuations attained from

the preceding section. Form the sequence

(RA I(kT' )

RAI (kT') = 1

RAI[(2m-k)T' ];

O<k<m

m+l < k < 2m-I

(G.Z)

• Compute the 2m-point FFT of RAI(kT') to yield

the raw estimate of FI(_):

FI(_) = Fi(r_o) = T' • FFT {RAI(kT')}

FI(_)

(G.3) +

where r = O, l, 2, . ., 2m-l, _ = r_o, and

l

v• 2mT '
(G.4)

is the resolution bandwidth of the raw estimate FI(_).

Since Fi(r_o) is symmetric in _ with respect to

every integral multiple of m, the last m points

of Fi(_o) may be disregarded.

t For efficiency of the succeeding FFT computation, the maximum auto-

correlation lag m is normally chosen to be a power of 2; moreover,

as will be discussed shortly, m has to be smaller than a moderate

fraction (say, 15 per cent) of N in order to secure a reasonable

stability for the power-spectrum estimate.

Invoking the definition of FFT and substituting (G.2) and (G.4) into

(G.3) leads to

2m-l -j2_oT' kr m-l

_l(r_o) = _ RAI(kT') e = _' [RAI(O) + 2 _ RAI(RT')
k=O k=l

(_kr} ~ (mT') cos _r]x cos "T" + RAI

which is identical to the equation of raw spectral density estimates

given by Blackman and Tukey (1958) on p. 121.
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3. Compute Fl(r_o), the refined estimate of FI(V), via

(0.54 FI(O) + 0.46 FI(_o) ; r=O

Fl(rVo) = }0.23 Fl[(r-l)_o]+0.54 Fl(r_o)+0.23 Fl[(r+l)_o] ; r=l,2,...,m-I

t0.54 Fi(mv o) + 0.46 Fi[(m-l)vo] ; r:m

(G.5)

Step 3 above is equivalent to convolving FI(rUo) with

l l
H(v) : 0.54 Q(v) + 0.23 [Q(v + Lr_7- ) + Q( v- _ )] (G.6)

b
k

where

Q(v) = 2mT' • sinc(2mT'_) = 2mT'. (G.7)

In the time domain, this corresponds to multiplyin 9

Hamming (after R. W. Hamming) window

by the

h(t) : _-I {Q(v)}

_t

0.54+0.46 cos ( _ ) ; Itl < mT'

0 ; Itl > mT'

before taking FFT to yield

referred to .as "wi ndowi ng."

Fi(r_ o) directly and is commonly

As evident from the form of h(t)

(G.8)

in

(G.8), the main purpose for windowing is to reduce the discontinuity,

and hence the leakage error, introduced by the rectangular truncation

of RAI(kT' ) in the time domain.

The cost for such leakage reduction is that the effective resolution

l
bandwidth Be of power-spectrum estimates has been broadened from

to [B1ackman and Tukey (1958)]

B = !/m T' I_ n_
e _._/
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3. Stability and Confidence Limits of Power-Spectrum Estimates

If {AI(k_')}, k=O+l,2,...,N, are gaussian and independent, then

it can be easily proved [see, for example, Otnes and Enochson (1974)]

that so are {A_ (rul)}, where

r = 0,I,2,... N/2 (G.lO)

Ag(ru l) = DFT{AI(kT')} (G.ll)

and
1

v I = _-r (G.12)

A

As a consequence, Fi(rUo) derived from the preceding subsection will

follow a Chi-square distribution with the number of degrees of freedom

[Otnes and Enochson (1974) ]

2N
n : -- (G.13)m

Recall that N is the total number of AI(kT') originally available,

A

and m is the maximum lag of RAI(kT') used to attain Fi(rUo). For

most Format D data,

N S I088 (G.14)

and for reasons stated in the footnote on p.

m : 128, 64, or 32 (G.15)

have been invariably selected. Thus,

depending upon which m

n : 16, 32, or 64

is chosen.

(G.16)
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A

The stability of Fi(r_ o) can therefore be expressed in terms of

the probability P that Fi(r_o) lies between A and B:

Prob [A < Fi(rUo) < B] = P (G.17)

where

and

A

n Fl(ru o) ^

A = 2 - C .FI(r_o) (G.18)

X I-P

n, T

A

n Fi(r_ o) ^

B = 2 - D .Fi(rUo) (G.19)

X l+P

n, T

Another way to interpret (G.17) is the following: With lO0 • P %

confidence, the true value of FI(r_o) lies between A and B.

For N = I024, the values of C and D in dB plus some other rel-

evant parameters peculiar to our power-spectrum estimates are listed

in Tables G.l and G.2 for P = 0.80 and 0.90, respectively.

m n=2N/m C D D-C

Maximum Auto- Degrees of Lower Limit, Upper Limit, Spread,
Correlation Lags Freedom dB dB dB

128 16 -I.68 2.35 4.03

64 32 -I.24 1.57 2.81

32 64 -0.91 1.07 1.98

Table G.l. 80% CONFIDENCE LIMITS FOR N = I024.
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m n=2N/m C D D-C
MaximumAuto- Degrees of Lower Limit, Upper Limit, Spread,
Correlation Lags Freedom dB dB dB

]28 16 -2.16 3.03 5.19

64 32 -l.59 2.03 3.62

32 64 -l.16 1.38 2.54

Table G.2. 90% CONFIDENCE LIMITS FOR N = I024.

Although these stability results are exact only when {AI(kT')}'s are

Gaussian and independent, they usually serve as rather good approximations

in practical situations when such assumptions are not closely satisfied

[Blackman and Tukey (1958)].

It can be gathered from the confidence limits given in Tables G.l and

G.2 that for a fixed value of N, the smaller the value of m selected,

the more stable the resultant power-spectrum estimate. On the other

hand, for the purpose of fine resolution, the value of m has to be

large [see Eq. (G.9)]. Accordingly, there exists a compromise (or

trade-off) between stability and frequency resolution for any specific

value of N; one can increase stability (or frequency resolution) only

by sacrificing frequency resolution (or stability). To further illustrate

this point, Table G.3 lists the effective resolution bandwidth Be along

with vo, the ratio of RMS (root-mean-square) deviation of the power-

spectrum estimate to its average (or true) value for N = I024 and

m = 128, 64, and 32, respectively. Note that for a Chi-square distribution

with n = 2N/m degrees of freedom,

_o = 2v_ = _ (G.20)

It is clear from this table that one can improve frequBncy resolution

at an expense of variability, and vice versa.
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m Maximum Be : 1/mT' _0 = mV_m7N-/N
MaximumAuto- Lag in Effective Resolution Normalized RMS
Correlation Lag Sec Bandwidth Deviation

128 3.5 sec 0.29 Hz 0.35

64 1.75 sec 0.57 Hz 0.25

32 0.88 sec 1.14 Hz 0.18

Table G.3. Be AND E° FOR N = 1024.

In order to find good compromisesfor individual power spectra, each

spectrum is normally calculated using two or all three different values

of m (occasionally a fourth value of m, m = 256, is also tried to

see the general trend of this trade-off), and the bes{ compromise if

picked out by humanjudgment. Generally speaking, when the background

noise level (including the quantization noise, the noise resulting from

instability of phase-locked loop, etc.) is low comparedwith the signal,

m/N = I/8 appears to be a good choice; on the contrary, when the back-

ground noise level is high, m/n = 1/32 is required to secure a reason-

able stability of the estimate.
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